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Abstract: In recent times, with many applications, the IP networks have become the 

most powerful tool for sharing information. Best-effort IP interconnected networks 

deliver data according to the available resources, without any assurance of 

throughput, delay bounds, or reliability requirements. As a result, their performance 

is highly variable and cannot be guaranteed. In IP networks, ensuring proper link 

capacity at the packet level is a challenging problem. In this article, a method to 

evaluate the link capacity of IP networks at the packet level based on a single server 

delay system with state-dependent arrival and departure processes is suggested. The 

dependence of the traffic being carried on the queue length and on the defined waiting 

time is shown. Presented graphic dependencies allow for defined quality of service, 

namely the probability of packet loss and admissible delays, to determine the carried 

traffic of the links. 
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1. Introduction 

The best-effort IP interconnected networks cannot guarantee quality of service. The 

planning and building of IP networks is a complex process, which is based on 

teletraffic engineering, but also uses many practical rules. This leads not only to 

inefficiencies due to inappropriate sizing but also to misconceptions regarding the 

effectiveness of traffic controls. Many studies that have been performed have 

considered Internet traffic in terms of stochastic processes of packet, flow, and 

session arrivals and the main problem is a lack of awareness of known results and 

their implications as pointed out by B o n a l d  and R o b e r t s  [3]. For assuring 

Quality of Service (QoS), understanding the demand-capacity-performance relation 

of IP networks is required. 

Operators adjust contention ratios and oversubscription periodically in order to 

attain the quality of experience and revenue targets while keeping an eye on the 

expenses. An overprovisioned best-effort IP network can meet most user 

requirements and has the advantages of relatively low capital and operational costs 
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as pointed out by B o n a l d  and R o b e r t s  [3]. This network cannot ensure high 

throughput and low latency for real-time services. 

The packet switching in the Internet and the huge number of different services 

and applications lead to the specific characteristics of traffic flows. Poisson processes 

describe the random processes in telephone networks with packet switching. In IP 

networks, the arrival and service processes have specific properties as long-range 

dependence, self-similar, or fractal-like behavior as pointed out by P a x s o n  and 

F l o y d  [22]. 

In recent years, increasing interest in the development of models and methods 

for classical queueing systems (especially the Erlang C formula) to study Internet 

networks has led to the development of many extensions of previously existing 

results. For these new models and methods, the phrase “Internet Erlang Formula” is 

used.  

In I v e r s e n  [10], a robust and efficient algorithm for evaluating multi-service 

multi-rate queueing systems, including finite buffer systems and loss systems, based 

on Erlang formulae is presented. In E r i k, M i s u t h  and W e b e r  [6], the possibility 

of Erlang B and Erlang C formula utilization in the next generation networks is 

discussed. 

A model based on queueing theory for service performance in cloud computing 

is presented in V i l a p l a n a, S o l s o n a  and T e i x i d o  [27]. In S a l a h, 

E l b a d a w i  and B o u t a b a  [24], an analytical model based on Markov chains to 

predict the number of cloud instances or virtual machines needed to satisfy a given 

service level objective performance requirement such as response time, throughput, 

or request loss probability is presented. 

In this article, a method to evaluate the relation between demand, capacity, and 

performance in IP networks through the generalization of the classical single server 

delay system with state-dependent arrival and departure rates is suggested. It is shown 

that a queueing system with state-dependent arrival and departure processes has 

specific application for analyzing of IP networks. Determining the packet-level link 

capacity allows for efficient mechanisms operation of the congestion management in 

the modern telecommunications networks with packet switching. 

2. State-of-the-art of the problem in literature 

The teletraffic engineering provides useful tools for the stochastic processes 

modelling in telecommunication networks. Usually the queueing models are widely 

used in the network planning and evaluation of the quality of service as pointed out 

by G i a m b e n e  [8]. There is no single traffic model that can efficiently capture the 

traffic characteristics of all types of networks. Traffic modeling is a basic requirement 

for accurate capacity planning as pointed out by M i r t c h e v at al. [18]. The queueing 

systems are used to evaluate the parameters of the quality of service as probability of 

packet loss, average packet delay and throughput. 

A new analytical model of IEEE 802.11 network with distributed coordination 

function to channels access based on single finite queue M/M/1/ k is presented in 

K o s e k-S z o t t  [13]. The proposed model allows evaluating the throughput, the 

delays and the frame blocking probability. 
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An issue of congestion in IEEE 802.11 networks caused by the time-variant 

channel capacity and the contention among neighbouring nodes is presented in J a i n 

at al. [11]. The effect of congestion which degrades the throughput and increases 

delay and packet drops is carried out by OPNET simulations. 

The performance of a network of femto cells with a final capacity using single 

channel delay system M/M/1/k is evaluated in terms of quality of service parameters 

such as packet blocking probability, average packet delay and utilization for different 

buffer sizes as pointed out by K u m a r, A a a m i r  and Q a d e e r  [15]. 

The nodes of a wireless mesh networks are modelled as a combination of two 

single channel systems M/M/1/k to distinguish transit and local traffic generated in 

C h e n  and R e i s s l e i n  [5]. The developed analytical model is used to evaluate the 

throughput and delays of a clustered FiWi network. 

An algorithm for routing in Mobile Ad hoc NETworks (MANET) to make more 

effective use of the network resources by adjusting the traffic probabilistically is 

propose in J o a r d a r, B h a t t a c h e r j e e  and G i r i  [12]. The algorithm (Swarm 

inspired Congestion aware probabilistically Load – SiCaL) identifies the congestion 

areas among nodes to the destination to avoid the congestion in the intermediate links 

and also minimise the packet loss in the network. 

In order to support multiple applications and to effectively utilize the resources 

by dynamically scheduling the users, radio resource management procedure is one of 

the key design roles for improving the LTE system performance. The main 

scheduling algorithms used in LTE network are analysed in S u l t h a n a  and 

N a k k e e r a n  [25] by means of many quality of service parameters like goodput, 

delay, packet loss ratio and fairness index using an open source simulator LTEsim. 

The proposed traffic scheduling algorithm in wireless mesh network is 

evaluated by link model using the M/D/1 queue as pointed out by N a e i n i  [21]. 

The dependence of the improvement in throughput of the service networks when 

it is added additional capacity on the traffic load is investigated in Z i y a  [28] by 

considered the M/M/1/m, M/G/1/m-PS, and M/G/c/c queues.  

The hidden Markov models (D-BMAP/D/1/k) is presented in M o l t c h a n o v, 

K o u c h e r y a v y  and H a r j u  [20] with an arrival process of frames and service 

process in the wireless channel.  

The optimal buffer capacity k for the M/M/1/k queue under some standard cost 

and reward structures by comparing various Markov reward processes is studied in 

H a u t p h e n n e  and H a v i v  [9]. 

A complicated single-server queueing system M(n)/G/1/k with state-dependent 

arrivals and general service distribution is studied in C h a o  and  R a h m a n  [4]. The 

server is turned on when more than defined number of customers are present, and off 

only when the system is empty. After the server is turned off, it does not operate until 

at least a defined number of customers is present in the system. 

The feedback information on the buffer state provides the basis for the 

Transmission Control Protocol (TCP) to regulate carefully the transmission rate of 

Internet flows. To evaluate this behaviour, a G/G/1-type queue with workload-

dependent arrival rate and service speed is considered in B e k k e r  and  

B o x m a  [2]. 
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In the cited publications, which are based on the single server delay systems, the 

task to evaluate the link throughput in the modern telecommunication networks is not 

directly placed. 

3. IP link capacity evaluation 

Internet traffic is due to the interaction among millions of users, hundreds of 

heterogeneous applications, and dozens of sophisticated protocols as pointed out by 

S w i f t  and D a g l i  [26]. The technical components of the Internet are complex in 

themselves and they are augmented by a general unpredictability and diversity of 

human components as pointed out by F o m e n k o v at al. [7]. Internet traffic is 

variable, with individual connections ranging from extremely short to extremely long 

and from extremely low-rate to extremely high-rate as pointed out by B o n a l d  and 

R o b e r t s  [3]. 

There are three traffic regimes that help in understanding the performance 

requirements in IP networks – transparent, elastic and overload are presented in 

B o n a l d  and R o b e r t s  [3]. 

The transparent regime occurs when all flows have a relatively low peak rate. 

The probability that the sum of the rates is less than the link capacity is very high. 

The congestion probability is negligible and the delays are very small in this regime. 

The contention between arrival packets can be solved by a simple first-in, first-out 

buffer. 

In the elastic regime, some flows have a high peak rate and try to occupy the 

whole link capacity. The buffers overflow and the networks flows will have 

significant losses and delays. To improve the quality of service, rates of some flows 

must be reduced. The transmission control protocol normally realizes the necessary 

adjustment. With max-min fairness, only the high peak rate flows are constrained for 

rate reduction. The others maintain their rate and suffer negligible loss, as 

experienced in the transparent regime as pointed out by B o n a l d  and  

R o b e r t s  [3]. 

The overload regime occurs when the demand exceeds the link capacity. The 

congestion probability and the delays are very high for all flows and the performance 

is very poor in this regime. The bursty traffic flows lead to frequently and lengthy 

overloads. This regime should be avoided through appropriate traffic engineering. 

The stochastic processes that describe the traffic flow in packet switching 

networks, can be smooth, regular, or peaked as pointed out by M i r t c h e v  [17]. In 

these three cases, the variance in the number of arrival packets is smaller than, equal 

to, or greater than the mean value, respectively. The typical transmission of packets 

in networks is in the form of bursts (a large amount of data sent in a short time). The 

burstiness is caused by the nature of the data being communicated and it leads to 

peaked traffic flow in the networks. Hence, there are many studies that describe 

complicated queueing systems with specific behaviour such as long-range 

dependence, peakedness, self-similar, and heavy tail distributions. This behaviour for 

IP network at packet level can be analysed by queueing systems with state-dependent 

arrival and service rates. 
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Queueing systems with arrival and/or service rates depending on the system’s 

state arise in various application areas as pointed out by A b o u e e-M e h r i z i  and 

B a r o n  [1] and by K u m a r  and D h a r s a n a  [14]. The state-dependent features 

make it possible to describe burstiness in IP networks. 

4. Generalised single server delay system 

Simple models like the classical single server queues can often be used to obtain 

comprehensive results, e.g., to predict global traffic behaviour as pointed out by 

M i t t a l  and J a i n  [19].  

In M i r t c h e v  [16], a single server queueing system with adaptable arrival and 

service speeds based on the amount of work required right after customer arrivals or 

departures is investigated. The classic M/M/1/k single server delay system is 

generalised to nonlinear state-dependent arrival and service rate. Two peakedness 

factors, i.e., p for arrival and q for departure processes, are defined for the single 

server queue M(g)/M(g)/1/k with a state-dependent generalised Poisson arrival 

process M(g), state-dependent exponentially distributed service time M(g), and 

limited waiting rooms k (Fig. 1). 
 

 

Server Queue 

k  3 2 1  , q 

Arrival process 

, p Ac 

Departure process 

 /A

 
Fig. 1. Generalised single server delay system – M(g)/M(g)/1/k queue 

Generalised Poisson arrival processes and generalised Bernoulli departure 

processes are said to be peaked, regular, or smooth according to whether the 

corresponding peakedness factors are greater than, equal to, or smaller than one, 

respectively. 

The finite state-transition diagram of the investigated single server queue with 

state-dependent arrival and service rates is shown in Fig. 2.  
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Fig. 2. State-transition diagram – M(g)/M(g)/1/k queue 
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By applying state-dependent arrival and service intensity to the general solution 

of the birth and death processes and using traffic intensity when the system is  

empty a = /, steady state probabilities can be obtained as pointed out by 

M i r t c h e v  [16]: 
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The average value of the state-dependent arrival intensity is 
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The average value of the state-dependent departure intensity is 
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The offered traffic is calculated by means of the average arrival and departure 

intensity 

(4) / .A    

The average departure intensity is reciprocal of the mean service time 

(5) 1 / .   

The carried traffic is equivalent to the probability that the system is busy: 

(6) Ac = 1 – P0.  

The time congestion probability B describes the fraction of time for which all 

waiting rooms are busy: 

(7) B = Pk+1.  

The waiting probability is denoted by P(tw>0) which means that the waiting time 

probability is greater than 0 
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Let us assume the First-In-First-Out (FIFO) discipline. The waiting time 

distribution function P(tw>tʹ) is defined as the probability of waiting time exceeding 

defined time interval tʹ. From the probability theory it is given by 
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An arbitrary packet enters service when i packets are in the system Pi. Since the 

service time is exponentially distributed the conditional probability Qi(>tʹ) that j  

(j  i) packets terminate in the time interval (0, tʹ] becomes a generalized Poisson 

distribution. The probability Ql(tʹ) that l packets terminate in the time interval (0, tʹ] 

is a generalized Poisson distribution with a mean value ,l  
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The conditional probability Qi(>tʹ) that the arbitrary packet has to wait longer 

than tʹ, given i (k ≥ i  1) packets in the system, is expressed by 
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The mean departure intensity of the generalized Poisson distribution is 

(12) 
1 1

.
i r

i r r r

r r

P P 
 

   
    
   
   

5. Numerical results 

In this section, we provide numerical results obtained by a computer program. The 

maximum carried traffic by the link with a given mean value and variance of the 

arrival and departure processes at a defined congestion probability due to buffer 

overflow and the dependence of the carried traffic from the defined time interval, 

normalized to the average service time, at a certain probability to wait more than a 

defined time interval and at a determined queue length is calculated by the bisection 

iteration method in numerical analysis. The accuracy of the applied analytical 

modeling is very good because we used recursion formulas for state probabilities 

calculation and robust bisection iteration method that in our case is relatively fast. 

 

 

Fig. 3. Admissible load Ac as a function of queue length k for different values of arrival 

p and service q peakedness factors at defined congestion probability B=0.01 in a single 

server queue M(g)/M(g)/1/k 
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Fig. 3 shows the admissible load Ac in a single server queue M(g)/M(g)/1/k as a 

function of queue length k for different values of arrival p and service q peakedness 

factors and defined small packet congestion probability B=0.01. We can see high 

throughput when the arrival and departure processes are smooth and also the 

behaviour of the classical single server queue M/M/1/k when the peakedness factors 

p and q are equal to 1. The burstiness of the arrival and departure processes can 

decrease the carried traffic to 0.3 Erl. High burstiness leads to decrease in the carried 

traffic when the queue length increases. When the arrival and service processes are 

peaked it is better to have small queue 15-25 packets for better utilisation and smaller 

delays. 

 
Fig. 4. Admissible load Ac as a function of defined normalized time interval tʹ for different values of 

arrival p and service q peakedness factors at determined probability to wait more than a defined time 

interval P(>tʹ) = 0.01 and queue length k = 100 in a single server queue M(g)/M(g)/1/k 

Fig. 4 presents the admissible load Ac in a single server queue M(g)/M(g)/1/k as 

a function of defined normalised time interval tʹ for different values of arrival p and 

service q peakedness factors at small value of the probability to wait more than a 

defined time interval P(>tʹ) = 0.01 and queue length k = 100 packets. We can see high 

throughput when the arrival and departure processes are smooth and also the 

behaviour of the classical single server queue M/M/1/k when the peakedness factors 

p and q are equal to 1. The burstiness of the arrival and departure processes can 

decrease the carried traffic more than 0.3 Erl. High burstiness leads to negligible 

carried traffic changes when the defined time interval increases. When the arrival and 

departure processes are peaked it is better to have small value of the defined time 

interval equal to from 10  to 20 for better utilisation and smaller delays. 
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The presented results show that the influence of the peakedness factors over the 

performance measures is significant. 

In modern IP networks it is usually transmitted packages with big length in the 

order of 500, 1000 and 1500 bytes. When we know the transmission speed of the link, 

we can easily calculate the mean service time. By admissible delays for different 

services the normalised time intervals will be determined. For the calculated 

minimum time interval and selected small value of the probability to wait more than 

this time interval the carried traffic will be determined. 

6. Conclusion 

In this article a method for the evaluation of the link capacity in IP networks at the 

packet level based on generalized Poisson arrival and Bernoulli departure processes 

with state-dependent arrival and service rates is proposed. The presented method for 

determining the link carried traffic at defined admissible congestion probability and 

at selected small value of the probability to wait more than a defined time interval 

based on the generalized single server queue M(g)/M(g)/1/k allows for accurate 

sizing of telecommunication networks and to improve quality of service. 

The graphic dependence of the carried traffic on the queue size at defined packet 

congestion probability, and the dependence of the carried traffic on the defined time 

interval at a determined probability to wait more than a defined time interval and at 

a determined queue length gives a possibility to determine the links utilization at 

defined quality of service. Determining the bandwidth of the links allows for efficient 

operation of the management of congestion in modern telecommunications networks 

with packet switching. 

The importance of the suggested method is due to its ability to describe peaked, 

regular, and smooth behavior of the teletraffic flows. The proposed method provides 

a unified framework to describe behavior that can be found in up-to-date networks. 

This is the case in general teletraffic systems and it is an important feature in 

designing telecommunications networks. 

In conclusion, we believe that the presented method for link capacity evaluation 

in IP networks at the packet level will be practically useful when planning 

telecommunication networks. The determination of the link capacity for IP networks 

is important to provide quality of services and to avoid congestions and bottlenecks 

in the network. 
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