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Abstract: Edge based active contour models are adequate to some extent in 
segmenting images with intensity inhomogeneity but often fail when applied to 
images with poorly defined or noisy boundaries. Instead of the classical and widely 
used gradient or edge stopping function which fails to stop contour evolution at 
such boundaries, we use local binary pattern stopping function to construct a 
robust and effective active contour model for image segmentation. In fact, 
comparing to edge stopping function, local binary pattern stopping function 
accurately distinguishes object’s boundaries and determines the local intensity 
variation dint to the local binary pattern textons used to classify the image regions. 
Moreover, the local binary pattern stopping function is applied using a variational 
level set formulation that forces the level set function to be close to a signed 
distance function to eliminate costly re-initialization and speed up the motion of the 
curve. Experiments on several gray level images confirm the advantages and the 
effectiveness the proposed model. 

Keywords: Active contour models, edge stopping function, image segmentation, 
local binary pattern. 

1. Introduction 

Image segmentation is one of the most studied problems in the field of computer 
vision. There exist many approaches to tackle this problem, such as region merging 
[1], region growing [2] and Active Contour Models (ACMs) [3-11]. The idea of 
ACM is to drive a curve from a given image to reach the boundaries of the 
interested objects by minimizing energy, where the curve is the argument of this 
energy. 

According to curve representation, there are two types of ACM, parametric 
models and geometric models. Parametric ACM [3-5] are implemented explicitly as 
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parameterized curves with a set of control points, and evolving the curve is reached 
by evolving these control points. However, by construction, parametric curves have 
a fixed topology; without additional splitting or merging heuristics, the curve 
topology will not change during its evolution. Geometric ACM are independently 
introduced by C a s s e l l e s  et al. [6], C a s e l l e s, K i m m e l  and S a p i r o  [7] 
and M a l l a d i, S e t h i a n  and V e m u r i  [8]. These models combining curve 
evolution theory [12] and Level Set Method (LSM) [13], give sophisticated solution 
to overcome the limitation of parametric ACM. The key idea is to evolve a Level 
Set Function (LSF) where the curve is representing its zero level. The main 
advantage of this approach is that the topological changes of the curve represented 
by the LSF are handled automatically.  

According to the LSM strategy, there are two different strategies to tackle 
segmentation with LSM: Partial Differential Equation (PDE) based ones [3, 6-9] 
and variational ones [10, 11]. The Level Set Evolution (LSE) of PDE based LSM is 
directly derived by implementing the gradient descent equation for the curve using 
the level set equation. This was done to derive the LSM for snake-like energies 
known as Geodesic Active Contour (GAC) [7, 9]. The LSE of variational LSM is 
derived by rewriting the variational principle with respect to the LSF rather than the 
curve, and then computing the gradient descent with respect to this function  
[10, 11]. This method presents advantages over PDE based one, that it is more 
robust and more convenient for incorporating additional information such as shape 
and region location [14]. 

According to the energy, ACMs are classified into two main categories: edge 
based models and region based models. Edge based models [7, 10] rely on local 
image gradient information to construct an Edge Stopping Function (ESF) to stop 
the evolving curve on the desired objects boundaries. Although these models have 
been successfully applied for images with height variation in gradient at objects 
boundaries even in the presence of intensity inhomogeneity, they meet difficulty 
when dealing with object having blurred or discrete boundaries and they hardly 
detect objects corrupted by noise [15]. Region based models form the foreground 
and background regions statistically and find an energy optimum where the model 
best fits the image [16]. These models control the evolution of the curve with better 
performance including weak edge and noise. However, modelling regions using 
global statistics [11, 17] is not applicable to images with intensity inhomogeneity. 
Although, some region based models using local statistics have been proposed to 
deal with intensity inhomogeneity [18-20] but they are found to act locally, to be 
easy to trap into local minima and the local statistics are only defined empirically, 
which make these models sensitive to the choice of those statistics [21]. 

To improve the performance of ACMs, some hybrid models were proposed by 
combining either edge and global region information [22] or local and global region 
information [23]. In such models, edge and local region information are suitable in 
regions with intensity inhomogeneity, while global region information is favored in 
noisy and flat regions. The competition between the combined information is 
controlled by a weighting parameter that needed to be chosen appropriately. 
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In implementing the traditional LSM, the LSF is initialized to be a Signed 
Distance Function (SDF) and for numerical stability, it is necessary to keep the 
evolving LSF close to a SDF. A remedy procedure called Re-initialization is 
applied periodically during the evolution of the LSF to keep the property of a SDF. 
However, it is very time consuming [24]. 

Recently, L i  et al. [10] proposed a variational level set formulation which 
regularizes the LSF during its evolution by forcing it to be close to a SDF and 
therefore the costly re-initialization procedure can be eliminated. This variational 
level set formulation has many advantages over the traditional LSF formulations 
including higher efficiency and easier implementation [25]. However, since the 
model proposed in [10] is an edge based ACM and relies on ESF, this leads back to 
drawbacks described above. 

To solve problems met with ESF based on gradient information, we propose a 
stopping function based on the Local Binary Pattern (LBP) textons [26, 27]. This 
new function is called LBP Stopping Function (LBPSF). The LBP textons was 
originally used to perform adaptive gradient calculation for edge detection [28] in 
which, the LBP textons is used to classify regions of an image around a pixel into 
noisy, homogenous and edge regions, and then, accordingly, an adaptive filter is 
introduced while calculating the gradient.  

The classification of the image regions into: Noisy, homogeneous and edge 
regions using the LBP textons helps to generate a filter rejecting pixel positions of 
LBPs which are likely to be produced by noise and calculate gradient magnitudes at 
the accepted pixel positions to detect the edges using a modified canny edge 
detector based on LBP, and then, constructing a LBPSF which takes values close to 
1 on noisy and homogeneous regions, while having values close to 0 on edges. 
Consequently, the curve will stop at these edges. Substituting the ESF based 
gradient information of the variational formulation of the ACM proposed in [10] 
with the proposed LBPSF; we obtain a fast ACM which is robust to the leakage and 
noise problems. 

1.1. Related work  

Among the most recent and relevant ACMs using the level set formalism, and as a 
consequence depending on the kind of the information used, we can mention the 
edge based model proposed in [10], the global region based model proposed in [17], 
the local region based model proposed in [21] and the hybrid models proposed in 
[22] and [23]. 

In [10], the authors proposed a level set method termed as Distance 
Regularized Level Set Evolution (DRLSE). This model provides a simple and 
efficient narrowband implementation without re-initialization [29] by introducing a 
signed distance penalizing energy functional that measures the closeness between a 
LSF and a SDF. However since this model is an edge based ACM and relies on an 
ESF, the curve will either evolve and deviate from the object boundaries in the 
regions with weak or without edges, or stop before reaching object's boundaries in 
textured and noisy regions.  
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In [17] a region based ACM was proposed. This model benefits from the 
advantage of the ACM proposed in [30] by introducing a new region based Signed 
Pressure Force (SPF) using global statistical information inside and outside the 
curve into a simple and efficient level set updating formulation by using directly the 
current LSF. Also, a simple morphological opening and closing operation was 
applied to regularize the LSF and avoid the costly re-initialization. Overall this 
model is fast, computationally more efficient and parameter free. However, it 
suffers from low performance on images with several intensity levels or images 
with intensity inhomogeneity. 

In order to deal with images with intensity inhomogeneity, several authors 
have introduced the local image information instead of global ones in the associated 
level set formulation [18-20]. However, such models are found to act locally and to 
be sensitive to initial contour location. 

Recently, a local model is proposed in [21] with the aim that can handle 
intensity inhomogeneity and robust to initial contour location. This model is 
conceived to be applicable for both simultaneous segmentation and bias correction, 
in which the inhomogeneous objects are modelled as Gaussian distributions of 
different means and variances. Due to this fact, the model is able to combine the 
information about the special dependencies between pixels belonging to the same 
class and yield a soft segmentation. Besides that, a method based on Gaussian 
filtering was introduced to regularize the LSF to avoid re-initialization. However, 
this model is characterized by a high computational cost and to the limitation of 
relying on a particular probabilistic model [31]. 

In [22] and [23] the authors considered to combine both boundary information 
with global region information and local intensity information with global intensity 
information, respectively. When the contour is far away from object boundaries, the 
force from the global intensity information is dominant and has large capture range. 
When the contour is close to the object boundaries, the force from the local 
intensity information or from boundary information becomes dominant, which 
attracts the contour toward and finally stops the contour at object boundaries [19]. 
Combining different information in one model raises the performance of ACM by 
adding their advantages. But the segmentation result is dependent to the choice of 
the weighting parameter between the combined information. 

The rest of this paper is organized as follow: Section 2 presents a theoretical 
background of the LBP and introduces the derivation of the LBPSF and the 
proposed ACM based on it. Section 3 provides experimental results and 
comparisons to the models proposed in [10, 17, 21, 22, 23]. Finally, Section 4 
concludes the paper.  

2. The proposed method 

In this section, we will introduce the proposed model based LBP; starting by giving 
a theoretical background about the derivation of the LBP, moving to presenting the 
edge detection method with LBP proposed in [28] that been based on to construct 
the LBPSF and finishing by deriving the energy formula of the proposed model.  
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2.1. Local binary pattern 

The LBP operator was first introduced by O j a l a, P i e t i k ä i n e n  and 
M ä e n p ä ä  [26] and M ä e n p ä ä  [27] for texture analysis. It has been applied in 
many active studies such as texture classification and face recognition [32]. The 
LBP operator combines characteristics of statistics and structural texture analysis; it 
describes the texture with primitives called textons [33].  

The derivation of an LBP code is shown in Fig. 1a; taking a neighbourhood of 
3×3 of a central pixel, thresholding it into two levels “0” or “1” whether the 
neighbour of that pixel has smaller or larger value than the central pixel, 
respectively. An LBP code is obtained by multiplying the threshold values of eight 
pixels by binomial weights and summing up the result. This leads to the equation 
(1)     
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where P is the number of neighbours, R is the radius, gc corresponds to the gray 
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Fig. 1. Calculation and interpretation of Local Binary Patterns (LBPs) [28] 

Different texture primitives can be detected by the LBP code, Fig. 1b shows 
examples where ones and zeros are indicated with white and black circles 
respectively. A special kind of LBP, which will be used for edge detection, is called 
rotation-invariant uniform LBP given by: 
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where U is the number of bitwise 0/1 and 1/0 transitions in an LBP, only two or less 
are allowed for uniform LBP [28]. Fig. 2 shows the nine classes of the uniform 
LBP.  

 
Fig. 2. Classes of the non uniform rotation invariant LBPs 



 170 

2.2. Edge detection with LBP 
This sub-section presents the edge detection method proposed in [28], where the 
authors introduced a modified Canny edge detector based on LBP. This method is 
the core element constructing our model in the next sub-section.   

For some example images with different levels and types of artificial noise, 
T e u t s c h  and B e y e r e r  [28] have calculated LBPr

P
i
,
u
R
2

  with variable radius R for 
each pixel and accumulated in LBP histograms. Each histogram has ten bins: nine 
for the different LBPr

P
i
,
u
R
2
  equivalence classes, which are displayed in Fig. 2, and one 

for all other LBPs. From Fig. 3, it can be seen that the number of edges of different 
orientations (LBPr

P
i
,
u
R
2
  classes 2-6) decreases when the noise level increases while 

other LBPs (classes 0, 1, 7, 8 and 9) are much affected by noise [34]. 
The main idea in this approach is that all pixels of those classes affected by 

noise are not considered for gradient calculation in edge detection and then, 
accordingly, noise can be suppressed. Edge detection using LBPs is based on the 
Canny’s edge detector algorithm with modified steps as follow (Fig. 3). 

 
Fig. 3. LBP histogram for Lena with different noise levels [34] 

2.2.1. Noise suppression  

Unlike in Canny’s algorithm where noise is suppressed by smoothing with Gaussian 
kernel, in this approach, a filter is generated which rejects pixel positions of LBPs 
which are likely to be produced by noise (classes 0, 1, 7, 8 and 9); a binary function 
f is applied pixelwise to all image pixel positions c=(x, y) of the following formula: 

(4)  
riu2

8,11  if   LBP   classes(2-6)
 ( )

0   else.
f c

 
 


  

Only pixel positions with f(c) = 1 will be considered for the next step. 

2.2.2. Gradient magnitude 

Gradient magnitudes G(c) in this approach are calculated at the accepted pixel 
positions (f(c)=1) using the local variance VARP,R: 

(5)  
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where r is the variation of the radius R to calculate several LBPs and summed up 
for the gradient magnitude in order to increase the robustness against noise. 
Variance tends to focus too much on bright objects. So, standard-deviation is used 
instead of variance as it produces more homogeneous edge images [28]: 

(6)  
1 1

2
,

0 0

1 VAR ( ) ,  where   .
P P

P R p p
p p

g g
P

 
 

 

      

2.2.3. Non-maximum suppression 

As in Canny’s algorithm, four discretized gradient orientations: 0°, 45°, 90°, and 
135° are used. While these orientations are calculated using the atan2 function in 
Canny, this approach doesn’t need to calculate anything in order to get the 
orientation. Instead, four sets: D0

LBP, D45
LBP, D90

LBP and D135
LBP of LBP that 

represent the orientations are simply defined. Each set D consists of 16 LBP as in 
Fig. 4. Since LBP with an even number of bright/dark dots are ambiguous, we 
simply say that they belong to two sets [28]. 

 
Fig. 4. The four sets with LBPs of different orientations 

2.2.4. Determination of edge pixels 

The final step is to generate a binary edge pixel image B using the hysteresis 
operator, in which pixels are marked as either edges, non edges and in-between, this 
is done based on two thresholds t1 and t2 with t1 < t2. If a gradient magnitude G(c) 
exceeds t2, it is accepted as edge pixel, while all pixels with gradient value less than 
t1 are marked as non edges. The next step is to consider each of the pixels that are 
in-between, if they are connected to edge pixels these are marked as edge pixels as 
well. The result of this edge detector is the binary image B in which the white pixels 
closely approximate the true edges of the original image. 

2.3. The active contour model based LBP stopping function 

We firstly introduce the LBPSF and to motivate it, we will present the classical ESF 
and some of its shortcoming. 

The philosophy behind the edge-based ACM is finding curve that undergoes 
strong edges (object boundaries), and to achieve this goal, an external energy is 
defined that we integrate over the curve to move it toward the object boundaries. 

Let I be a given gray level image, the classical ESF is defined as follow: 

(7)  .
*1

1)( 2IG
Ig
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This function assigns small values to strong gradients of the smoothed image 
∇Gσ*I where the curve is very close to the boundaries. However, these gradient 
based functions have two major drawbacks: 

In practice, the discrete gradients are bounded and then, the function g can be 
relatively far from zero on the edges and the curve may pass through the boundaries 
[11, 14]. 

The next issue is that for the noisy or textured regions, the image will have 
gradient maxima which induce local minima in the external energy. Therefore, the 
curve will not stop at the real object’s boundaries. Alternatively, the Gaussian 
smoothing is used to remove spurious local minima. Yet, smoothing also removes 
possibly important edge information if the kernel width σ is not chosen 
appropriately. Hence, based on the edge detection operation with LBP described in 
the previous sub-section, we construct the LBPSF as follow: 
(8)  LBP 1 ,g B    
where B is the binary image resulting from the Canny’s edge detector with LBP. 

The function gLBP is made such as it is zero on edges whereas it is equal to one 
on flat and noisy regions and then, accordingly, the active contour will keep 
evolving in flat and noisy regions till it attains the object boundaries (the edges). 
Replacing the ESF g in the variational formulation of [10] by the proposed LBPSF 
gLBP, the total energy function can be defined as 

(9) 2
LBP LBP

1 ( ) ( ( ) 1)  ( ) ( )   ( ) .
2

E dxdy g dxdy g H dxdy        
  

          

The first term in the right hand side of (9) controlled by µ > 0 is called the 
internal energy term that penalizes the deviation of the LSF ϕ from a SDF, whereas 
the last two terms controlled by λ and ν form the external energy excerpted from the 
GAC [7], this energy is defined to drive the motion of the curve toward the object’s 
boundaries. δ(.) and H(.) are the Dirac function and the Heaviside function, 
respectively. By minimizing (9) with respect of ϕ, the steepest descent process is 
the following gradient flow [10]: 

(10) LBP LBP div  ( ) div   ( ),g g
t
  

      
 

      
                  

  

where Δ and div(.) are the laplacien and the divergence operators, respectively. 
The model in [10] not only eliminates the need of costly re-initialization, but 

also allows the use of more general initial LSF rather than a SDF initial function, a 
binary step function is proposed as an initial LSF defined by [10]: 

(11) 
0 0

0 0

0

( ; ) ,
 ( , ) 0 ( ; ) ,

( ; ) ,

d x y
x y x y

d x y


   


  
  

  

where d > 0 is a constant, Ω0 is a subset in the image domain Ω, and ∂Ω0 be all the 
points in the boundaries of Ω0. 

Because of the diffusion introduced by the penalizing energy, there is no need 
to the upwind scheme as traditional LSM [10]. The partial derivative can be 
discretized using the forward differences. Thus, (10) is approximated as 
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(12)    ,)( ,,
1

,
n

ji
n

ji
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ji Rt     

where Δt is the time step, ϕn
i,j=ϕ(nΔt, xi,j) is an approximation of ϕ(t, x), x(xi, yi) is 

the grid points, and R(ϕi,j) is the approximation of the right hand side in (10). 

3. Results 

In this section, in order to validate the performance of the proposed model, we 
apply and compare it with the gradient based ACM of [10], the global region based 
ACM of [17], the local region based ACM proposed in [21] and the hybrid models 
proposed in [22] and [23] using both synthetic and real gray level images. All 
models are implemented using Matlab 7.0 in Windows 7; on 3.3 GHz Intel core i3 
PC with 4GB of RAM. Unless otherwise specified, the parameters are described in 
Table 1. 

This validation and comparison are performed on a set of 15 gray level images 
consisting of: a synthetic image with intensity inhomogeneity, a synthetic image 
with several intensity levels, a fluorescence microscopic image, two noisy 
ultrasound images of the left ventricle of a human heart, a magnetic resonance 
images of the same organ, a cardiac CT image, a liver CT image, a radiographic 
image of weld defect, a ship in a thermal infrared image, a magnetic resonance 
image of bladder, and four real-world images from the Weizmann segmentation 
dataset, and the results are illustrated in Fig. 5, Fig. 6 and Fig. 7.  

From these results, it is clear that the proposed ACM based LBPSF 
outperforms the other ACMs in term of efficiency (boundary detection). 

In particular, compared the proposed model to the model proposed in [10], no 
smoothing is necessary for the LBPSF, while the ESF deals with the problem that 
smoothing with big filter size (Equation (7)) can suppress important edges and the 
curve will pass through them (Image 1, 8 and 13), but small filter size may not be 
sufficient to remove noise and then, the curve will stop evolving before reaching the 
real object boundaries (Images: 3-5, 7, 9-12 and 14-15). 

Table 1. Description of the parameters used in the study 

Parameters Description 

d To initialize the LSF, d  > 0 is a constant 

σ, ρ Width of the Gaussian kernel in [10], region scale parameter in [21] and [23] 
(determined according to images for [21] and ρ=3 for [23]) 

Δt Time step ([23]: Δt = 0.1 [17], [21] and [22]: Δt = 1, [10] and our model: Δt = 5) 
μ Regularization parameter of internal energy ([10] and our model: μ = 0.04) 

λ, ν Regularization parameters of the curve ([10] and our model: λ = 5, ν = ± 3 (-) if 
initial curve is located inside or (+) if it is outside) 

P, R LBP parameters (number of neighbors and LBP radius  (P = 8, R = 1)) 
t1, t2 Threshold parameters determined empirically according to images 

α, β Weighting parameters of [22] and [23], respectively (determined empirically 
according to images) 
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Fig. 5. Comparison between the different active contour models: Original images with initial contours 

(a). Segmentation output of: Gradient-based model [10] (σ = 1.2 for all images) (b), global region 
based model [17] (c), local region based model [21] (Image 1: ρ=6.0, Images: 2, 3, and 4:  
ρ = 3.0, Image 5: ρ = 1.5) (d), the hybrid models [22, 23] (e, f) and the proposed model (g) 

 

             Image 1                    Image 2                  Image 3                Image4                     Image 5      
 
 

 (a) 
 
 
 

 
 

 (b) 
 
 
 
 
 

 (c) 
 
 
 
 
 
 

 (d) 
 
 
 
 
 
 

 (e) 
 
 
 
 
 
 (f) 
 
 
 
 
 
 
 (g) 
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Fig. 6. Comparison between the different active contour models: Original images with initial contours 

(a). Segmentation output of: Gradient-based model [10] (σ = 4 for image 8, σ = 1.2 for others) (b), 
global region based model [17] (c), local region based model [21] (Image 6, 7, and 8: ρ = 3.0, Image 9: 

ρ = 6.0, Image 10: ρ = 4.0) (d), the hybrid models [22, 23] (e, f) and the proposed model (g) 

                  Image 6                     Image 7                     Image 8                      Image 9                    Image 10      
 
 
 

 (a) 
 
 
 
 
 

 (b) 
 
 
 
 
 
 

 (c) 
 
 
 
 
 
 

 (d) 
 
 
 
 
 
 

 (e) 
 
 
 

 
 

 
 (f) 
 
 
 
 
 

 
 (g) 
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Fig. 7. Comparison between the different active contour models: Original images with initial contours 

(a). Segmentation output of: Gradient-based model [10] (σ = 1.2 for all images) (b), global region 
based model [17] (c), local region based model [21] (ρ = 3 for all images) (d), the hybrid models  

[22, 23] (e, f) and the proposed model (g) 

                 Image 11                  Image 12                    Image 13                   Image 14                   Image 15      
 
 
 

 (a) 
 
 
 

 
 

 (b) 
 
 
 
 
 
 

 (c) 
 
 
 
 
 

 (d) 
 
 
 
 
 
 
 

 (e) 
 
 
 
 
 
 
 (f) 
 
 
 
 
 
 
 (g) 
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For more comparison, some visualized LBPSF images of the set are contrasted 
with the ESF images in Fig. 8. Contrary to the ESF, it is clearly seen that the 
LBPSF can accurately distinguish the object boundaries. 

Moreover, Fig. 9 shows the line profile plots for both LBPSF and ESF values 
across the hat area of image 8. Here the noisy and poorly defined liver boundary 
(edge) along the profile is located at the pixel number “15”; unlike the ESF, the 
value of the LBPSF is exactly “0” on the edge and “1” in the two regions beside it. 
The graph shows that LBPSF is a robust indicator of poorly defined or noisy edges. 

 
Fig. 8. Comparison between the ESF and the LBPSF: Original images (a), the visualized ESF of the 

original images (b), and the visualized LBPSF of the original images (c) 

 
Fig. 9. Comparison between the ESF and the LBPSF: Original liver CT image (a), ESF and LBPSF 

values along a line (red) segment in the original image (b) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) (c) 
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Here the proposed model outperforms the model proposed in [17] since the set 
of images used requires local segmentation property, and the global region based 
ACMs generally suffer from intensity inhomogeneity problem. 

Comparing the proposed model to the model proposed in [21] which gives 
closely similar results to those obtained by our model on images with several 
intensity levels (Image 2) or with intensity inhomogeneity (Images: 1, 6 and 7), this 
model seems to be sensitive to noise (Images: 3-5, 10 and 15) and the segmentation 
result relies on the size of the region scale parameter (ρ) (Images: 8, 9 and 11-14). 

To show the sensitivity of this model to region scale parameter (ρ), we used 
images: 3, 6, 7 and 9 with three different sizes of ρ (1.5, 3.0, and 6.0). Fig. 10 shows 
that depending on the image, small value of ρ leads to local segmentation when the 
intensity inhomogeneity is severe (second and third row) while large value is 
chosen in noisy and smooth regions (first and last row).  

Here the proposed model outperforms also the hybrid models proposed in [22] 
and [23]. Although, combining edge information or local region information with 
global region information raises to some extent the performance of the model 
(Images: 1, 3, 4, 6, 10, 13 and 14 for the model of [22] and Images 3 and 13 for the 
model of [23]) but, since the weighting parameter is a fixed positive constant and 
not chosen dynamically for each pixel, the segmenting curve is influenced by global 
region information too great, consequently, it got an incorrect result. 

 
Fig. 10. Segmentation results by the model of [21]: Original images with initial contours (a), the 

segmentation results with ρ = 1.5, ρ = 3.0 and ρ = 6.0, (b), (c) and (d), respectively 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) (c) (d) 
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Moreover the Dice coefficient [35] is used to compare and measure the 
segmentation accuracy. The Dice index D[0, 1] between the obtained 
segmentation result RR and the ground truth RG is given by: 

2 Area ( )( , )
Area ( ) Area ( )

R G
R G

R G

R RD R R
R R




 . A higher Dice value (close to 1) indicates better 

segmentation performance. 
From the quantitative performance measure showed in Table 2 and Fig. 11, we 

observe that the proposed model yields almost the best segmentation accuracy with 
an average Dice score of 0.96, compared to 0.51, 0.897, 0.898, 0.83 and 0.55 for the 
models proposed in [17, 10, 21, 22, 23] respectively. This accuracy of the proposed 
method caused by using the total energy defined in (9) that is based on the LBPSF 
has two major advantages: 

 The LBPSF is constructed so that noise in image can be removed without 
affecting object boundaries due to the classification of LBP textons used in the 
Canny’s edge detector based LBP. 

 The non-maximum suppression step which is an edge-thinning algorithm 
has the property of thinning the edges; so that, the curve will stop at real object 
boundaries.   

Computationally, we have not mentioned computation time in this study since 
the related methods and the proposed one use different level set strategies (PDE 
based LSM for the model proposed in [17] and variational LSM for the other 
models including the proposed one). More precisely, the number of iterations of the 
model proposed in [17] ranges from 5 to 7 iterations, from 5 to 100 iterations for the 
model proposed in [22], while for other models including the proposed one, the 
range of these values from 200 to 600 iterations over the set of images used.  

Table 2. Values of the Dice index D of the different models used in the study (Fig. 5 and Fig. 6) 

Image D of the 
model of [17] 

D of the 
model of [10] 

D of the 
model of [21] 

D of the 
model of [22] 

D of the 
model of [23] 

D of the proposed 
model 

Image 1 0.6 0.96 0.992 0.97 0.59 0.999 

Image 2 0.5 0.98 0.997 0.5 0.66 0.999 

Image 3 0.90 0.992 0.997 0.979 0.929 0.999 

Image 4 0.3 0.968 0.939 0.927 0.28 0.961 
Image 5 0.53 0.87 0.9 0.79 0.51 0.97 

Image 6 0.4 0.97 0.99 0.95 0.62 0.972 
Image 7 0.64 0.88 0.997 0.76 0.62 0.996 
Image 8 0.43 0.96 0.88 0.85 0.43 0.961 

Image 9 0.05 0.77 0.776 0.73 0.05 0.82 

Image 10 0.19 0.52 0.68 0.81 0.43 0.93 

Image 11 0.82 0.988 0.95 0.988 0.77 0.990 

Image 12 0.16 0.87 0.76 0.57 0.17 0.92 

Image 13 0.48 0.957 0.948 0.943 0.951 0.974 

Image 14 0.85 0.958 0.89 0.978 0.68 0.98 

Image 15 0.71 0.83 0.77 0.78 0.53 0.93 
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Fig. 11. Segmentation accuracy as calculated via the Dice index for each model 

4. Conclusion  

In this paper, a robust and efficient active contour model has been proposed by 
combining the local binary pattern stopping function (LBPSF) with the active 
contour model of [10]. Comparatively to edge stopping function (ESF), the LBPSF 
accurately distinguishes the noisy and poorly defined boundaries or edges. 
Experimental results and quantitative analysis showed that our method outperforms 
the related methods in terms of boundary detection and segmentation accuracy. 
Future work will be devoted to improve the performance of the proposed model by 
defining the threshold parameters in the hysteresis-thresholding step automatically, 
also to use the local binary patterns to adapt the size of the region scale parameter in 
local region based models. 

Acknowledgement: We would like to thank Dr. Michael Teutsch for helping us to implement the 
edge detection method proposed in [28]. 
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