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Abstract: The performance of the interconnection network doesn’t only depend on 

the topology, but it also depends on the Routing algorithm used. The simplest 

Routing algorithm for the mesh topology in networks on chip is the XY Routing 

algorithm. The level based Routing algorithm has been proved to be more efficient 

than the XY Routing algorithm. In this paper, level based Routing algorithm using 

the dynamic programming has been proposed. The proposed Routing algorithm 

proves to be more efficient in the terms of the computation. The proposed Routing 

algorithm has achieved up to two times bigger speed.  

Keywords: Dynamic programming, Routing algorithm, Mesh topology, Time 

complexity, Space complexity. 

1. Introduction 

The interconnection network is the major component of the digital systems. In 

smaller systems, we have used the common bus architectures for the 

communication between the various devices. But with the thirst for getting more 

and more computational speed, the processors and memory devices are made faster; 

this leads to the requirement of dedicated lines between the various components of 

the system [1, 2]. In present scenario, the multiple processors can be used to achieve 

the speedup. These multiple processors have to communicate with each other and 

require some topology and Routing algorithm for routing the packets. Based on the 

topology there exist various Routing algorithms that may be suitable in particular 

cases [3-7]. The most popular and simplest topology is the mesh topology and the 

simplest Routing algorithm is the XY Routing algorithm. The Routing algorithm has 

the responsibility to route the packet from the source node to destination node with 

the key knowledge of the underlying hardware. The Routing algorithms are used in 

both types of networks, whether it is a regular network or irregular network [3-7]. 
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The various variants of the mesh topologies [8-16] has been suggested in the past; 

that proves to be more efficient than Mesh topology and have used the routing 

derived from the XY Routing algorithm. This makes a point to study the XY routing 

in details because the study will not only support mesh topology, but it forms the 

bases for designing the Routing algorithm for the variants of the mesh topology. 

The various parameters have been used to analyse the performance of the Routing 

algorithm. As a Routing algorithm is a type of algorithm used for routing, so, the 

main objective in designing a new Routing algorithm should focus on the time 

complexity and space complexity. These two factors are indirectly affecting the 

various design parameters of the routers. The complex Routing algorithms will also 

require the large number of logical gates to perform the operations and thereby 

increasing the chip area. The execution of the complex Routing algorithm will also 

increase the decision time of the routing and requires the more power and dissipates 

more heat. The main objective of our paper is to study various existing XY routing 

and its alternatives, and design a faster and area-efficient algorithm for the network 

on chips. 

This paper is organized as follows: Section 2 discusses the underlying 

architecture of the router and existing Routing algorithm. In Section 3, we propose 

the Level based Routing algorithm using dynamic programming. In Section 4, we 

analyse and compare the existing and proposed schemes in terms of execution time 

and memory required to represent the port address. Section 5 concludes this paper. 

2. Underlying architecture and Routing algorithm 

To study the detailed analysis of Routing algorithms the detailed understanding of 

the mesh along with the employed router architecture should be understood. 

2.1. A two-dimensional mesh topology 

A two-dimensional mesh topology has been described in Fig. 1. Fig. 1 primarily 

described two prime components, the processors are represented by the circles and 

squares are used to describe the routers. These hardwares are connected to each 

other by the links and the routers are connected to its adjacent neighbours both in 

the horizontal and vertical manner. The label on the nodes is based on the Routing 

algorithm employed in the Routing algorithm. There exist various Routing 

algorithms for Mesh topology [17-21] that may be simple or adaptive in nature. The 

most common type of Routing algorithm used in the networking makes the decision 

on the source, but they are not suitable for the network on chips as the routing tables 

are needed to maintain at each node. This will increase the area of the router which 

is a prime factor while designing the network on chip. In XY Routing algorithm the 

labels are based on the coordinates which will require to memory blocks that will 

represent the X and Y coordinate of the node (Router+ Processing element). In the 

case of level based Routing algorithm or index based Routing algorithm this label is 

a single integer value that begins from 0 up to n – 1 [21]. 
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Fig. 1. Two-dimensional mesh topology 

The delivery of messages from the source to destination will be dependent on 

the router and the Routing algorithms used. Before studying the Routing algorithm, 

the knowledge of the router architecture is essential. For designing a mesh topology, 

a five-port router is used.  The detailed overview of the router architecture has been 

described in the Fig 2. In Fig. 2 the router has five ports, that is the four ports 

connected to other routers and one port is a local port that is connected to the 

processing element. By the processing element, it should not be interpreted as a 

simple processor but it is an element that may use the network for communication 

like Processor, memory element, or any other Intellectual Property (IP). The 

number of ports the router used in the mesh topology is limited to only 5 ports that 

is the next state of the system can be any one of the five ports east, west, north, and 

south or the local port. These ports can be labelled according to the various 

conventions either by the predefined labels for the ports or by the labels which are 

assigned to the node of the adjacent router to which a particular node is connected. 

 

 

 

Fig. 2. Router architecture for the 2D mesh 
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2.2. XY Routing algorithm 

The XY Routing algorithm have been efficiently described in various literatures, it is 

the combination of nested if else statements. In XY routing, first the comparison of 

the X coordinates values of the current router is done with destination X coordinate 

value. Based on the comparison the packet is transferred in the eastward or 

westward direction ports. Once X coordinate of the current router and destination 

address are same, then the comparison based on the Y coordinates of the router is 

done. This comparison will route the packet to north, south or to the local port of 

the router. For the comparison, the detail algorithm is described below with cost and 

time representations. 

 
Algorithm for XY routing 

Input: Source Coordinates and destination coordinates 

Output: Destination Port 

 Cost Time 

XY _Routing (Xcurrent, Ycurrent, Xdest, Ydest ) 

1. Xoffset = Xdest − Xcurrent; 

2. Yoffset =Ydest −Ycurrent; 

3. if Xoffset < 0 then 

4. Port = West; 

endif 

5. if Xoffset > 0 then 

6. Port= East; 

endif 

7. if Xoffset = 0 and Yoffset < 0 then 

8. Port= North; 

endif 

9. if Xoffset = 0 and Yoffset > 0 then 

10. Port= South; 

endif 

11. if Xoffset = 0 and Yoffset = 0 then 

12. Port= Local; 

endif 

End  
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The execution time can be computed as 2C1+2C2+5C3+2C4+C5 as all the 

statements are executed in the single unit of the time, but the constant associated 

with them are different based on the type of the operation is performed. It is not 

feasible to use the complexity notation like Big-Oh notations as it will be always 

constant not in a polynomial representation.   

2.3. Level based Routing algorithm 

In the detailed performance analysis of the Routing algorithms we have studied the 

Level Based (LB) Routing algorithms provided by the author’s [21] in which they 

have claimed that their Routing algorithm is faster than the existing XY Routing 

algorithm as it uses the less number of comparisons. The algorithm first directs the 

packet in the Y direction, then in X direction so it can be described as a variant of 

the YX Routing algorithm. To Estimate the cost, we have used the same constants 

for the same operations so we can get the exact idea of the execution time. Here 
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division is performed in place of subtraction performed in the XY Routing 

algorithm. The division is 4 times more complex than that of subtraction let this 

cost be represented by C6.  To compute port address, instead of assignment an 

arithmetic addition operation is used, but the cost of the execution of arithmetic 

operation is higher in comparison to that of assignment that why C1 is used instead 

of C3. The Total time complexity of the existing algorithm will be 4C1+3C2+2C6. 
 

 

Algorithm for Level based routing  

Input: Source ID and destination ID 

Output: Destination Port 

 Cost Time 

int LB_routing(int curr_node,int dest_node) 

{ 

int level1=curr_node/n; 

int level2=dest_node/n; 

1. if(level1==level2) 

{ 

2. if(curr_node<dest_node) 

return(curr_node+1); 

else 

3. return(curr_node-1); 

} 

4. if(level1<level2) 

return(curr_node+n); 

else 

5. return(curr_node-n); 

}  
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3. Level based routing using Dynamic programming  

The Level Based routing using Dynamic Programming (LBDP) algorithm is based 

on the fundamental that in Dynamic Programming to reduce the cost of execution 

the redundant computations are stored rather than of computing again and again. 

The same approach has been used in the proposed level Routing algorithm. In the 

level, based routing we first calculates level for the current node, and then compares 

the level with the destination node. The calculation of the level for the current is 

redundant at each packet which can be calculated only once and used again for all 

the coming packets. This will reduce the time consumed by the Routing algorithm. 

To do so, we have initialized a constant with level number for the router. Another 

modification that has been introduced in the level based Routing algorithm is a 

correctness introduced in the level based routing.  The existing level based routing 

was unable to route the packets correctly as there doesn’t exist the code for routing 

the packet to the local port of the router. The detailed Routing algorithm has been 

described below. The running cost of the algorithm is again 4C2+ 5C3+C6. 
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Proposed level based routing using Dynamic programming 

Input: Source ID, destination ID and level assigned at the time initialization 

Output: Destination Port 

 Cost Time 

int LBDP_routing(int curr_node,int dest_node) 

{ 

int level2=dest_node/n; 

1. if(level1==level2) 

{ 

2. if(curr_node<dest_node) 

return  East; 

3. if(curr_node>dest_node) 

return West; 

else 

return local; 

} 

4. if(level1<level2) 

return South; 

else 

5. return North; 

}  
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3.1. Proof of correct 

To prove the correctness of the proposed algorithm we have two cases: 

When current and destination addresses are at the same level, we can have 

three sub-cases. 

a. Current address is greater than destination address: The packet is directed to 

the West port according to the topology the node on the left of the current node will 

be less at a particular level. 

b. Current address is less than destination address: The packet is directed to 

the east port as the node to the left of the current node at particular level is always 

grater. 

c. Current address is equal to destination address:  When the current address 

and destination address are the same, this implies packet is at destination node and 

should be routed to the local port. 

When current address and destination address are not at the same level, we can 

have two sub cases. 

d. Current node is at a lower level than the destination router: The packet has 

to be routed in the southward node as node above the given node will be always at 

the lower level. 

e. Current node is at a greater level than the destination router: The packet has 

to be routed in the northward node as node above the given node will be always at 

the lower level.   

As all the five cases of routing the packets are working correctly, therefore the 

Routing algorithm stated is working correctly. 



 79 

4. Performance analysis 

The performance of any algorithm depends upon two factors that are the execution 

time and Memory consumption of the algorithm. 

4.1. Comparison based on the execution time 

The execution time of the level based routing is compared to the proposed dynamic 

programming based Routing algorithm. To analyse the performance of the Routing 

algorithm we have called the Routing algorithm N number of times. The reason for 

doing so is to identify the difference in the two Routing algorithms because the 

single execution of the algorithm is very fast and the difference in execution time 

cannot be identified exactly on the machine. The results are obtained on the 

hardware configuration as described in Table 1. 

Table 1. Describing the various hardware used for obtaining the results 

No Parameter Specification 

1 Processor Intel® Core™ 2 CPU T5200@ 1.6 GHz 

2 Ram 2 GB 

 
The results obtained have been reported in microseconds and are described in 

Table 2 and compared in Fig. 3. 

Table 2. Describing the Execution time of various Routing algorithms 

N 
Level based Routing 

algorithm, µs 

Proposed Dynamic programming based 

algorithm, µs 

10 000 424 169 

40 000 1205 626 

90 000 3020 1197 

160 000 4352 3046 

250 000 10 643 4451 

360 000 16 252 6395 

490 000 21 753 9465 

640 000 29 725 13 566 

810 000 38 090 16 713 

1 000 000 48 529 20 739 

 
From the results shown in Fig. 3, we can infer that the proposed dynamic 

programming based level based routing is always efficient in comparison to that of 

existing level based Routing algorithm. The result obtained reveals that in the terms 

of execution time, proposed level based routing using a dynamic programming 

algorithm is always efficient and has given the improvement of almost of 2X. 
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Fig. 3. Execution time of the Routing algorithms (in s) per Number of nodes (N×1000)  

4.2. Comparison based on the Space complexity 

Another commonly used parameter to analyse an algorithm is the amount of the 

memory required by the particular algorithm. In the present Routing algorithms, our 

main attention is on the number of bits required to store the port number onto which 

the packet is send. 

In the case of LB routing the port numbers are m – 1, m + 1, m – k and m + k, 

m for the five ports of the router. Here m is the id of the current node and k is the 

number of nodes at a particular level. Now, as the Routing algorithm should be the 

same for every router in the mesh, so the maximum value of the entire possible 

router will be the actual number of bits required. As the maximum id in the mesh is 

N – 1. That is the number of nodes in the mesh. So, the number of bits required, will 

be given by the equation 

(1)  
2log .b N  

In the case of proposed LBDP Routing algorithm the maximum number of bits 

required, will be equal to 3 as there will be maximum 5 ports in any router. The 

detailed comparison of the number of bits required is shown in the Fig. 4 and  

Table 3.  

 
N×1000 Number of nodes 

Fig. 4. Bits required for representing the port number 
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Table 3. Describing the number of bits required per port per router 

Number of nodes 
Number of bits required per router per port address 

LB routing Proposed DPLB routing 

1000 10 3 

2000 11 3 

3000 12 3 

4000 12 3 

5000 13 3 

6000 13 3 

7000 13 3 

8000 13 3 

9000 14 3 

10 000 14 3 

5. Conclusion  

The proposed Routing algorithm has proved to be efficient in the terms of both 

space and time complexity of the existing LB Routing algorithm, which has been 

suggested as an alternative to the XY Routing algorithm. The presented Routing 

algorithm will always generate the correct path and has been designed to getting the 

speed up by the factor of 2X. The fastest algorithm will definitely require less 

number of clock cycles, thus it will reduce the hardware cost and the power 

consumption that might be consumed due to the calculations in the redundant part 

of the algorithm being removed by using the dynamic programming approach. In 

future, our focus will be on an adaptive routing that has complex computation 

which may have redundant computations. 
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