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Abstract: The wide variety of existing interactive methods brings the need of global 
interactive systems that enable the decision maker to choose the method that best 
fits his preferences. Such a system must combine a sufficient variety of methods of 
different kinds (requiring different types of information to the Decision Maker 
(DM)), and enable the possibility to change the method any time during the solution 
process. Besides, a compact mathematical formulation increases the computational 
efficiency of the implementation. Finally, a good user interface is vital for the 
practical success of such a system. Professor Vassilev and his research team have 
been working on this idea for a long time. This paper presents some research 
results, closely related to this topic. 
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1. Introduction 

MultiObjective Programming (MOP) is a branch of Multiple Criteria Decision 
Making (MCDM) which studies problems where several conflictive objectives are 
optimized, within a feasible set which is defined by a set of constraints: 

( )1 2max ( ) ( ), ( ), ..., ( )
s.t.:
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The classification of the techniques that deal with this problem into three main 
groups is widely accepted by the scientific community (see, for example S t e u e r 
(1986) or M i e t t i n e n (1999)). The so-called generating techniques or methods 
without apriori information form the first group. The aim of such methods is to 
calculate efficient (or non-dominated) solutions for (MOP), or in the best case, to 
approximate or fully characterize the whole efficient set. For example, in S t e u e r 
(1986) the program ADBASE (developed originally in 1974) is described, which 
determines the efficient set for linear multiobjective problems. The problem with 
this kind of methods is that the amount of information generated is usually too large 
for the decision maker to manage. 

The techniques with apriori information form the second group. In these 
methods, the solution of the problem is carried out on the basis of some information 
given by the decision-maker about his preferences, prior to the application of the 
algorithm. Depending on which information is required, what kind of a final 
solution is searched, and the solving philosophy used, there are several techniques 
within this group. Given their importance, Reference Point Methods, Compromise 
Programming and Goal Programming (with several different variants) should be 
pointed out. These algorithms have been widely used to solve real MOP problems, 
and their success and validity are depicted in literature. Besides, there exist several 
implementations for these techniques, among which GPSYS system for Goal 
Programming, described in J o n e s (1998) must be considered. In order to apply all 
these methods, deep knowledge of the problem by the decision-maker is vital, so 
that the required information is provided with the accuracy needed to trust the final 
solution. Besides, in some cases the final solution may not be unique and in others, 
the wishes of the decision-maker are not fully satisfied. So, the decision-maker may 
wish to carry out an ulterior election of a solution within a more reduced set, in the 
former case, or to readjust his aspiration levels in the latter. Obviously, these 
problems are overcome in practice through the iterated application of the 
techniques. That is, the problem is solved using a determined information, the 
solution is analyzed by the decision-maker, who may wish to actualize the 
information given to the method and solve the problem again, and so on.  

This is precisely the main idea that underlies the family of methods that form 
the third block: the interactive techniques. In such methods, the information 
exchange between the algorithm and the decision maker is carried out in a 
continuous way along the whole resolution process. This way, the different 
solutions of the iterative process are progressively adapted to DM’s preference 
structure. In other words, an interactive algorithm requires periodically information 
to the decision-maker, in order to readapt its inner search procedure towards the 
solution that best fits the decision-maker's preferences. Nowadays, a great number 
of interactive methods can be found in the literature, which vary according to the 
type and form of the information required by the DM, and to the resolution 
technique used to solve the intermediate problems. In A s k o y  et al. (1996), 
L u q u e (2000), M i e t t i n e n (1999), S h i n  and R a v i n d r a n (1991), among 
others, several descriptions and classifications of such interactive methods can be 
found. 
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There are two main questions that arise when applying interactive methods to 
a real MOP problem. First, the nature of such algorithms implies the necessity of 
computational implementations for their correct and comfortable use. Second, the 
election of the method is not a trivial task at all. The method should depend, among 
other questions, on which type of solutions the decision-maker wants to obtain, and 
on which type of information is more comfortable for him to provide along the 
process. With respect to the first question, there exist several implementations, 
which apply a single interactive procedure each. Besides, not all the methods do 
have an available implementation. Among the mentioned implementations, the 
following must be pointed out:  

• VIA (Visual Interactive Approach), developed by K o r h o n e n and  
L a a k s o (1986) has an implementation, known as “Pareto Race”, carried out by  
K o r h o n e n  and W a l l e n i u s (1988). 

• The Satisficing Trade-Off Method (STOM) published by N a k a y a m a 
and S a w a r a g i (1984) has got an implementation, known as MONP-16, whish 
was developed by V a s s i l e v  et al. (1990). 

• J a s z k i e w i c z  and  S l o w i n s k i  (1999) developed the Light Beam 
Search algorithm (LBS), where an implementation is also reported.  

• The Nondifferentiable Interactive Multiobjective BUndle-based 
optimization System (NIMBUS) was published, together with its implementation, 
by M i e t t i n e n  and  M ä k e l ä  (1995, 2000).  

With respect to the second question, it seems clear that, given that in real 
practice (despite all the existing convergence proofs of many methods) the final 
solution is very likely to be different, depending on the method used, two issues 
should be taken into account. On one hand, the analyst must be provided with a 
wide variety of algorithms among which he can choose, depending on factors like 
which kind of information the decision-maker prefers to give; how he wants the 
information to be presented by the method; what kind of a final solution he wants to 
obtain. With respect to the type of the information required from the DM, there 
exist basically four types of interactive methods: 

• Trade-off based methods, where the DM must give the tradeoff (or local 
weights) at the current solution. 

• Election methods, where the DM just has to choose, at each iteration, one 
efficient solution among several ones. 

• Reference point based methods, where the DM is asked to give, at each 
iteration, desirable levels for each objective. 

• Classification methods, where the DM, given the current solution, classifies 
the objectives into a series of groups (objectives to be improved, to leave as they 
are, to be impaired). 

On the other hand, it is probable that, at some stage of the process, the DM 
gets tired of answering the same kind of questions, or he does not notice any 
progress during several iterations, or he is unable to be more accurate in his 
answers. These facts will unavoidably cause incoherent answers, or yield a wrong 
final solution. One possible way to overcome this problem is to allow the decision-
maker to swap to another method during the resolution process. This change should 
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not mean just a restart of the procedure, without taking into account all the 
iterations already carried out, and the information obtained so far by both the DM 
and the analyst. In other words, we should wonder whether the method chosen by 
the analyst is always the best one for both the problem and the decision maker, or it 
is just the method the analyst himself prefers. In our opinion, the working frame 
must be wide enough, so as not to force (by the use of a certain method) the DM 
towards a final solution that is not the one he really prefers. It seems clear that the 
correct election of the method is vital in the resolution process, and it depends on 
the problem and on the DM In our opinion, it also depends on the stage of the 
resolution process. In this sense, it must be pointed out that our aim is not to make 
the DM jump from one method to another once and again. Rather than that, we 
think that the change-of-method option can be very useful especially at the end of 
the resolution process, when the DM finds it very hard to make a significant 
progress towards his most preferred solution.  

Anyway, it is very difficult to find in literature an implementation where the 
user can choose among several interactive methods. The first approach to this kind 
of software was described in G a r d i n e r  and S t e u e r (1994a, 1994b), where 
the computational structure of an open architecture which can hold many different 
interactive methods was proposed. Nevertheless, this idea has not been actually 
implemented yet. In 2005, V a s s i l e v  et al. presented the first such system, 
called Multidecision-1, which consisted of two separate parts (the systems MKA-1 
and MKO-1) and which was designed to support decision makers in solving 
different multicriteria analysis and multicriteria optimization problems. The second 
(improved) version of this software is presented in V a s s i l e v  et al. (2008). In 
this paper (Section 2), we present the interactive system PROMOIN (C a b a l l e r o 
et al., 2002), which was developed by the multicriteria group of the University of 
Málaga.  

For developing such an interactive system, it is also important to formulate a 
compact global mathematical formulation that can accommodate different methods, 
with the aim of increasing the computational efficiency of the system. This 
formulation can be the core of the code, in such a way that it is used to solve all the 
intermediate problems. M. V a s s i l e v a (2005) proposed the first version of such 
a formulation (called GENS) which supported several interactive methods. In 
Section 3, we will present the compact formulation GLIDE (L u q u e,  R u i z, 
M i e t t i n e n,  2009), which has been designed in order to accommodate interactive 
methods of all the four types of information. 

2. PROMOIN system  

This program has been implemented in C++ language, using the compiler Microsoft 
Visual C++, and thus, it can be run on a personal computer that works under 
Windows environment. The first version of the system has been developed for 
linear multiobjective problems (that is, multiobjective problems where the objective 
functions and the constraints are all linear). The single objective intermediate 
problems have been solved using the subroutine library NAG for C, mark 6 (2000), 
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and thus, it is necessary to have the corresponding license to use the program. 
Nevertheless, it is possible to adapt the system to other linear solvers.  

Let us now describe in detail some relevant aspects of the system. 

2.1. Methods implemented 

With the aim of providing the user with a wide variety of interactive methods, a 
group of algorithms, among those that are better known and described in literature, 
have been implemented in the system. Such methods have been classified according 
to the kind of information required from the decision-maker, in the following way:  

• Tradeoffs (or local weights) based methods:  
– GDF published by G e o f f r i o n, D y e r  and  F e i n b e r g (1972);  
– IGP (Interactive Goal Programming) published by D y e r (1972);  
– ISWT (Interactive Surrogate Worth Tradeoff) published by 

C h a n k o n g  and H a i m e s (1978);  
– SPOT (Sequential Proxy Optimization Technique) published by  

S a k a w a (1982);  
– PROJECT method published by L u q u e,  Y a n g, W o n g (2009). 

• Solutions Generating Methods:  
– Zionts-Wallenius method, published in 1976;  
– Tchebychev method, published by S t e u e r  and C h o o (1983);  
– MICA method, published by L u q u e, R u i z  and  S t e u e r (2009). 

• Reference Points Methods:  
-– Reference Point Method, published by W i e r z b i c k i (1980);  
-– STOM (Satisfacing Trade-Off Method) published by N a k a y a m a 

and S a w a r a g i (1984);  
-– VIA (Visual Interactive Approach) published by K o r h o n e n and  

L a a k s o (1986). 
• Classification Methods:  

-– STEM (Step Method) published by  B e n a y o u n   et al. (1971).  
In this way, once a problem has been selected for its resolution, the user can 

choose among a wide variety of methods, depending on several factors, as it has 
been explained before. In general, in order to apply a method correctly, not only 
knowledge of the problem is necessary by the DM, but a, at least, basic knowledge 
of the algorithm as well. In this sense, it must be pointed out that this system does 
not substitute the figure of the analyst, who is essential in order to assist the DM. 
The analyst should be able to inform the DM about the kind of information that 
each method requires, of the main advantages and disadvantages of each one 
(efficiency of the solutions, convergence, etc). Anyway, as a support tool, a full 
help system has been included, where, apart from the traditional help items of 
Windows based problems, all the interactive methods are described in detail from 
both the theoretical and algorithmical points of view.  

The implementations of all the methods include all their particular options, 
which can be modified along the resolution process. Moreover, in some methods, a 
menu of advanced parameters, oriented to more specialized analysts, is provided.  
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2.2. Data entry 
The first task to be carried out when solving a new linear multiobjective problem is 
to introduce its corresponding data into the system. This is done through the 
elaboration of a text file (*.txt), very easy to create and with a simple structure. The 
format of this file for an example problem can be seen in Fig. 1. 

 
Fig. 1. Example of a txt data file for PROMOIN 

This easy format is, in our opinion, the most appropriate one to introduce 
problems with a large number of variables and constraints, which the user may have 
stored in another program, like for example a spreadsheet. In these cases, it is not 
very difficult to export these data into a text file, and afterwards to treat this file in 
order to put it in the right format for PROMOIN. This is why this text template 
seems more adequate for large problems. Anyway, the system also offers the 
possibility of introducing new problems using an assistant. This option may be 
more adequate for small problems, or examples that are used for teaching purposes.  

2.3. Change of a method 
Apart form all theoretical considerations, it can be said that, in practice, an 
interactive method is “good” if it is able to drive quickly the DM towards his most 
preferred solution (or at least, close enough to it), using the information required. It 
is a conjunction of these two aspects (information easy-to-provide by the DM and 
convergence in not many iterations to an acceptable solution) that makes an 
interactive method a powerful tool within the field of Multiobjective Programming. 
And, again, despite all theoretical considerations, these properties depend in 
practice, not only on the method itself, but also on the particular problem and the 
DM. Using a single method, in determined iterations, the effort that the DM has to 
make in order to provide the required information, can be relatively small, while 
later on, it can be much higher. As it has been commented before, the DM can get 
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tired of answering the same type of questions if he does not observe a significant 
progress, or he can find it hard to be more accurate in his answers. The subsequent 
imprecision and/or inconsistency in the information provided to the algorithm can 
endanger the convergence of the method.  

Following the idea given in G a r d i n e r  and  S t e u e r (1994a, 1994b), an 
effort must be done to offer the analyst a wide variety of possibilities, so that the 
DM can decide, at each iteration, what kind of information he prefers to provide. In 
other words, the DM should be able to change the interactive method at any time of 
the resolution process. For this reason, this possibility has been included in 
PROMOIN, using the dialog box that is shown on Fig. 2. It is important to point out 
that it is the analyst who should decide to change the method along the process in 
order to adapt the algorithm to the kind of information the DM gives at each time. 
This “change of method” option does not mean just restarting the process with the 
current iteration and using another method. Based on the theoretical study presented 
in  L u q u e  et al. (2007), the system allows making use of all the information 
provided so far by both the DM and the algorithm. Namely, as it is depicted in  
Fig. 3, the program builds the information that the decision-maker would have 
given, if he had used the new method, in order to obtain the solutions that have been 
obtained using the previous algorithm. This element can be very useful for the DM 
in order to provide the new information during the subsequent iterations.  

 
Fig. 2. Change of the interactive method menu 
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Iteration  h           Iteration  h+1 
 
 
 
 
 
 
 
 
 

Fig. 3. Graphical scheme of the information transfer process in the change-of-method option 

2.4. Options menu 

The system has been provided with an options menu where, apart from carrying out 
different types of changes in the file that has been selected for resolution, a series of 
useful possibilities are offered to the user. Among them, let us point out the 
following ones:  

• Visualization of the ideal (zi*) and anti-ideal (mi*) values of each objective 
function.  

• Election of the kind of normalización of the objective functions, with the 
following options: 

-– no normalization; 
-– range normalization  

* *
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cij is the j-th coefficient of the i-th objective function. 
– Free Normalization: the decision-maker can choose a positive quantity 

to divide each objective (which can be provided through the keyboard or in the text 
file) If these quantities are denoted by 1,..., kD D , then the normalized functions are: 
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Method A 

Interactive 
Method B 

CA : 
Information given by the 

DM in method A. 

CB : 
Information built by the 

system making use of CA. 
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This option can be useful for the DMs when divisors Dj have some practical 
meaning which allows a better understanding of the values of the normalized 
function. 

• Historical file and statistic indicators. The historical file is a file that 
contains all the relevant information corresponding to all the iterations that have 
been carried out so far. This information may be useful for the DM in some parts of 
the process, and it is formed by values (whether real or built by the system) of:  

-– used method; 
-– solutions in the criterion space; 
-– solutions in the decision space; 
-– local tradeoffs or weights; 
-– tradeoffs corresponding to methods SPOT and ISWT; 
-– projection weights from the ideal point to the criteria vector solution; 
-– reference points; 
-– reference points corresponding to the STOM methods. 

The statistic indicators are the mean values and the variances of the previously 
mentioned values. This data lets the DM observe the dispersion degree of the 
information provided. During the first iterations, the dispersion degree is likely to 
be higher, showing that a great part of the feasible set is being explored. On the 
other hand, in the last iterations this degree should tend to decrease if the DM is 
close to his/her most preferred solution and his/her answers are consistent.  

• Criteria Structuring. This option allows the user to establish a comfortable 
structure of the criteria, with the aim of making it easier for the decision-maker to 
provide the required information. Namely, the criteria can be grouped in different 
sublevels, which are organized in a hierarchical way (not in the sense of importance 
of the objectives, but attending a possible classification of them). Therefore, along 
the process it is possible to give information in different ways. For example, if the 
information required are local weights, the user can give these weights for any node 
of the hierarchical tree, that is, for certain groups of objectives. This process can be 
carried out at any stage of the process, independently from the algorithm that is 
being currently used.  

3. The GLobal Interactive Decision Environment (GLIDE) 

With the cooperation of Prof. K a i s a  M i e t t i n e n (University of Jyvaskyla, 
Finland), we have developed a general formulation that covers thirteen interactive 
multiobjective optimization methods representing three (or actually four) different 
method types (L u q u e,  R u i z,  M i e t t i n e n, 2009). The advantage of this 
formulation is its simple and compact structure which enables easy implementation. 
Furthermore, the framework presented allows the DM to conveniently change the 
style of expressing preference information, that is, changing the method used. 
However, the DM is not supposed to know different multiobjective optimization 
methods and their specificities, but can concentrate on the actual problem to be 
solved and must only decide which kinds of preferences he/she could provide in 
order to direct the solution process to a desired direction so that he/she can identify 
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the most preferred solution. Based on the preference type used, the general 
interactive solution scheme will choose the most appropriate method(s) for each 
case. The flexible possibility of changing the method means that the DM is not 
restricted to one way of specifying preferences. In different phases of the solution 
process the DM may wish to approach the problem in different ways and this is now 
possible. For example, at the early stages, in the so-called learning phase, the DM 
may wish to get a general overview of the solutions available and later on, once an 
interesting region of solutions has been identified, the DM may wish to fine-tune 
one’s preferences in a smaller neighborhood. Our framework supports the DM in 
this and the DM has easy access to methods representing different solution 
philosophies. 

3.1. The global formulation 

The mathematical formulation of the GLIDE model takes the following form: 

( )

( )
, 1

min  ( )  

s.a.: ( )
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where x ∈ Rk and α ∈ R are the variables. Besides, there are a series of real 
parameters (ρ ≥ 0, h

iω  ≥ 0, h
iq , h

iµ  ≥ 0, h
iε , sε  ≥ 0 and h

iε∆ ) and two index sets, 
hIα  and hIε , which are subsets of {1, …, k}. By changing the values of the 

parameters, the GLIDE formulation can be transformed into the (intermediate) 
single objective problems used by thirteen different interactive methods to generate 
the next iteration, and thus, the (weak, proper) efficiency of the corresponding 
optimal solution is guaranteed as in each original method. In general, all the 
efficient (or properly efficient) solutions of problem (MOP) can be obtained using 
this global scalarized formulation with adequate values for the parameters (for more 
details, see L u q u e,  R u i z,  M i e t t i n e n, 2009).  

3.2. Methods supported 

The formulation described in Section 3.1 supports the following interactive 
multiobjective methods: 

• Tradeoffs (or local weights) based methods:  
-– ISWT (The Interactive Surrogate Worth Tradeoff, C h a n k o n g  and  

H a i m e s, 1978).  
-– SPOT (Sequential Proxy Optimization Technique, S a k a w a, 1982).  
-– PROJECT (L u q u e,  Y a n g,  W o n g,  2009). 

• Solutions Generating Methods:  
– Tchebychev method, (S t e u e r  and  C h o o, 1983).  
– MICA method (L u q u e, R u i z  and  S t e u e r, 2009). 
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• Reference Points Methods:  
-– Reference Point Method, (W i e r z b i c k i, 1980).  
-– VIA (Visual Interactive Approach, K o r h o n e n  and  L a a k s o, 

1986). 
-– GUESS method (B u c h a n a n, 1997). 

• Classification Methods:  
-– STEM (Step Method, B e n a y o u n  et al., 1971).  
-– STOM (Satisfacing Trade-Off Method, N a k a y a m a and S a w a r a -

g i, 1984).  
-– Reference Direction Algorithm (V a s s i l e v  and  N a r u l a, 1993). 
-– NIMBUS (M i e t t i n e n  and  M ä k e l ä, 1995). 
-– Modified Reference Point Method (V a s s i l e v  et al., 2001). 

In order to solve the intermediate single optimization problems used by these 
methods, the parameters of the (GLIDE) formulation have to be set accordingly. 
For example, Table 1 shows the values of the parameters for the Reference 
Direction Algorithm. 

Table 1. Parameters in GLIDE formulation for the Reference Direction Algorithm 

 
As it can be seen, the GLIDE formulation is simple and compact, and together 

with the tables of parameters for each method, it makes it possible to implement a 
global interactive system without the need of calling different subroutines for each 
method. This causes a greater computational efficiency of the system. 

4. Concluding remarks 
When designing a global interactive system, two issues have to be taken into 
account. First, the system must contain a sufficient number of interactive 
techniques, which allow the decision maker to choose the type of information he 
wishes to provide to the system at any moment during the solution process. This is 
the main feature of the interactive system PROMOIN, which has been designed in 
order to solve multiobjective programming problems using interactive methods. 
PROMOIN includes several interactive techniques, which are well known in 
literature, and which have been discussed with real applications. The change-of-
method option can be very useful to solve real problems, given that it lets the DM 
give the information in a different way when he feels unable to keep on with the 
initial scheme. Besides, the system is able to build information for any method, 
based on the information give by the DM to other methods. This means that the 
information used for a given method is not completely lost when the user decides to 
change it. Finally, other options, like the historical information, the hierarchical 
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objective structuring, the normalization schemes, etc., complete this 
implementation.  

Second, the inner form of the interactive system is also important. Following 
this idea, a global interactive formulation (GLIDE) has been built, which can 
accommodate several interactive methods. The compact structure of this 
formulation takes the form of a general optimization problem with a set of 
parameters that have to be changed in order to obtain the different interactive 
methods supported. From the point of view of the programmer, the global 
formulation is complemented with tables with the values of the parameters of 
GLIDE for each of the methods considered. This provides a simple implementation 
framework that makes it easier to create an interactive system based on the GLIDE 
formulation. 

Last but not least, it is important to point out that the success of an interactive 
method (or system) also lies on its user interface. A friendly, supportive and easy to 
understand interface is always a vital complement for a good interactive method. 
For example, Fig. 4 gives an example of user friendly interface for assigning the 
relative importance of the different criteria in the Multidecision1 interactive system 
(V a s s i l e v  et al., 2005), and Fig. 5 shows one possible interface of www-
NIMBUS (M i e t t i n e n  and M ä k e l ä, 2000), which allows the user to compare 
the solutions obtained at several iterations. 

 
Fig. 4. Screen shot of the user interface of Multidecision1 

 
Fig. 5. Screen shot of the user interface of www-NIMBUS 
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In this paper, we have described some of the research results of the 
Multicriteria and sustainability group of the University of Málaga (Spain), some of 
which have been carried out in cooperation with Prof. K. Miettinen (University of 
Jyvaskyla, Finland), that have been carried out with the aim of building a global 
interactive decision system. 
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