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Abstract: A new robust feature intended for speech detection is proposed in this
paper. This feature is the mean of the absolute values of the delta spectral
autocorrelation function of the power spectrum and it is named the Mean-Delta
(MD) feature. For noisy speech, the trajectory variations of the MD feature are
compared with those ones of the other robust feature — the Energy-Entropy (EE)
feature, developed in [6]. The selected noisy speech samples from two databases
(the SpEAR database [8] and the BG-SRDat corpus [9]) are used in the
experimental study. In all the tests the MD feature has demonstrated the same or
better results than those of the EE.
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1. Introduction

The location of speech embedded in various non-speech events has many names, of
which some are speech detection, endpoints detection, voice (speech) activity detection,
and speech/non-speech segmentation.

The speech detection algorithms can be separated into two general categories.
The first embraces the algorithms that analyze the time variations (trajectories) of
selected parameters. These algorithms utilize a combination of a state automata and a
set of thresholds (fixed or adaptive) in order to produce a speech or non-speech
decision for particular segment based only on the trajectories characteristics [5, 7].
The second category is comprised of algorithms based on a pattern recognition
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technique. In this case, during the training mode the reference models for two classes
(i.e., speech and non-speech) are created based on selected speech features. In
classification mode, each segment is associated to one of the classes based on some
kind of similarity function [1, 11].

The most frequently used features for speech detection are different energy
transformations of the signal, spectral flatness, spectral entropy, autocorrelation
functions, etc. The more comprehensive description of the speech features used for
speech detection is given in [2, 5, 7, 10].

The feature selection for speech detection tasks usually is composed of two
stages. The first stage is a preliminary selection. It is based on a visual evaluation on
the graphically represented parameters. This selection is a feasible task only in cases
when the parameters possess reasonable graphical representation.

The latter stage is the final feature selection and a recognition scheme usually is
applied. The developed speech detection algorithm is embedded as a component of a
complete speech or speaker recognition system. The effectiveness of different speech
detection features is estimated experimentally based on their indirect influence on the
recognition performance [1, 11].

In the present study, a robust feature indented for trajectory-based speech
detection algorithms is proposed. This feature is the mean of the absolute values of
the delta spectral autocorrelation function of the power spectrum. For different noisy
speech signals the trajectory’s variations of the proposed feature are compared with
these ones of the other robust feature — the energy-entropy based one, developed in
[6]. This is done by visual evaluation on the graphically represented trajectories of
both features.

2. The spectral autocorrelation function

There are two well-known definitions of the term “Spectral AutoCorrelation Function”
(SACF). The first one is proposed in [4] where the magnitude Fourier spectrum is
flattened by bank of lifters and the spectral autocorrelation is computed at the output
of each lifter. This autocorrelation function is used to obtain an estimation of the pitch
frequency for noisy speech. In the second definition, proposed in [3] SACF is defined
as discrete quantities of the magnitude spectrum with spectral resolution as in the
Fourier transform used to obtain the spectrum. In [3] the SACF was utilized for
developing of new linear prediction algorithm based on spectral envelope of the speech
signal.

In the present study, the second definition of the SACF will be used. An interesting
feature of SACF, first demonstrated in [3], is the fact that this function is periodic for
not only voiced speech but also for unvoiced one. However, for the unvoiced speech
this periodicity is not so significant.

Letx(i) be a discrete speech signal, wherei =0,...,1 =1, | is the number of
samples and the spectrum X (k) of x(i) obtained by the discrete Fourier transform is

) X (9= Ex(yexp(- 2,

where k=0, ..., K/2, K is the number of points in the discrete Fourier transform.



According to [3] the spectral autocorrelation R,(1) is defined with the magnitude
spectrum |X(K)| as

@) R ()= Kk'zzo XX (k+ 1)

where | =0, ..., L; L is the number of correlation lags and L = K/2.

In equation (2), the magnitude spectrum above Nyquist frequency is used in
autocorrelation computation. It is known that for real signals this spectrum is symmetric
to this one below Nyquist frequency.

We studied the spectral autocorrelation functions based not only on the magnitude
spectrum but also on the power spectrum. Some preliminary experiments are carried
out and they revealed that the power spectrum is more suitable when the main goal is
to obtain more sensitive to spectral changes autocorrelation function.

If S(k) is the power spectrum of x(i) and S(k) = [X(k)[?, where k = 0, ..., K/2
then the spectral autocorrelation function Rp(l) is defined with the power spectrum as

3) R ()= USS(sk+ 1),

where | =0, ..., L, L is the number of correlation lags and L = K/2 - 1.
The three examples of typical speech signals and their normalized SACFs up to
lag L = 100 are shown in Fig. 1.
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Fig.1. Examples of SACFs for: a) — voiced speech signal /a/; b) — unvoiced speech signal /sh/ and
¢) — white noise



We analyzed selected frames from three different signals. The first one is a part
from a speech sound /a/, the second one is a part from a speech sound /sh/ and the
third one is a white noise (generated by a program). The analysis parameters are
sampling frequency of 8 kHz and frame length of 240 samples. The frame is Hamming-
windowed and padded with zeros for 1024-point Fast Fourier Transform (FFT).

In each column in Fig.1 are shown the waveform of the signal and normalized
SACFs (R;(0) = 1, Rp(O) = 1) of the magnitude and power spectrums, respectively. It
is clear that the spectral autocorrelation function of the voiced sound has a periodic
property as is noted in [3]. The peaks in the autocorrelation functions in Fig.1 are
more enhanced when functions are calculated by the power spectrums (see Fig.1 —
(d) and (g), (e) and (h), (f) and (i)). It is interesting to note that for the unvoiced
speech sound the power spectrum-based autocorrelation function possesses more
clearly peaks than this one for white noise.

Hereafter the term “spectral autocorrelation function” in text will mean the
autocorrelation function that is defined with the power spectrum.

3. The robust feature

For speech frames the spectral autocorrelation function is distinguished for more peaks
with higher amplitudes than for non-speech ones (as seen in Fig. 1). We suppose that
a single parameter, which values depend on the number of peaks and their amplitudes,
can be utilized as feature for speech detection.

To obtain this parameter, in the study the spectral autocorrelation function is
subjected to delta processing. The delta processing (i.e. the first-order orthogonal
polynomial coefficient calculation) is applied in the autocorrelation domain, not in the
time domain, as it is usually done [12].

We define the delta spectral autocorrelation function (DSACF) AR (n, I) for the
n-th frame as

> aR (n,1+q)
(4) AR (n,1)="=2

Q
2.0°
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where | =0, ..., L; Q is typically between 2 and 5, i.e. regions from 5 to 11 lags are
analyzed in the autocorrelation domain, and n = 0, ..., N — 1, N is the number of
frames. We suppose that R (n, [) = 0 for n <0 and | > L, i.e. the first and last few
values of AR (n, 1) will be influenced by these border conditions.

The examples of three typical speech signals (the same as in Fig.1), their

normalized SACFs and the corresponded DSACFs (Q=3) up to lag L = 100 are shown
in Fig. 2.
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Fig. 2. Examples of SACFs and corresponded DSACFs for: a) — voiced speech signal /a/, b) — unvoiced
speech signal /sh/ and ¢) — white noise.

Based on the examples shown in the last row in Fig. 2 we propose as speech
detection feature to be used the mean m of the absolute values of the DSACF estimated
for the part of correlation lags. For n-th frame m (n), is computed accordingly to the
formula

) m (n) =il_§;‘mp(n, |)‘ |

where ARp(n, ) is the DSACF in (4) for lag |, L, and L, are the boundary lags and
AL = L,-L,+ 1. Hereafter m (n) will be called Mean-Delta (MD) feature.

We decided to analyze the lags of the DSACF placed between its first (L,) and
last zero crossing (L,) points (see the Fig. 2 (g), (h) and (i)). In this way, we avoid the
border effects in the DSACF due to the delta feature calculation and the influence of
the close to zero lag part of the SACF.

The described above ideas are included in the following algorithm for the MD
feature calculation:

— divide the analyzed speech signal into sequence of frames with frame length of
40 ms and frame shift of 10 ms;

— for each frame apply Hamming window;,

— for each frame compute the power spectrum of windowing speech signal via
FFT — the FFT-points are K=1024;



— for each frame compute the non-normalized biased spectral autocorrelation
function by equation (3) with L = K/2 - 1;

— for each frame compute the delta spectral autocorrelation function by equation
(4)withQ =3;

— perform a trajectory smoothing of delta spectral autocorrelation function (inter-
frame processing). To produce the smooth trajectory of AR (n) we base on the idea
proposed in [10] and used to obtain the so-called long-term spectral envelope. Here
we apply the same idea (in fact this is a trajectory’s smoothing algorithm) but on the
trajectory of AR (n). The smoothed version of AR (n, 1) is ARS(n, 1) and it is defined
as [10]:

©) ARS (n,1) = max %xRp(m j,I)Eij'

where n is the current frame, | is the current lag and J=2;

— for each frame find first and last zero-crossing points L, and L, on the smoothed
delta spectral autocorrelation function ARS(n, I);

— for each frame compute m,(n) using ARS(n, 1) in (5) for lags between points
L,and L,;

- smooth m (n) in time (inter-frame processing) with linear method (over five
frames).

4. Energy-Entropy (EE) based feature

A new feature for speech detection obtained by combination of the energy and the
spectral entropy is proposed in [6]. The experiments, which were carried out, revealed
that this feature is more robust than the energy alone in the real-world environment as
inside the driving car.

This EE feature is computed for every speech frame as follows (the frame index
is omitted for simplicity):

— compute the energy E

1-1
@) E=2x(0)?;
— estimate the probability density function P(k) for the frequency component k

as
® pag =0
$IX()

where k =0, ..., K/2;

— limit the speech spectrum frequency range (0-4000 Hz) to the range from 250
Hz to 3750 Hz and add some heuristic rules, namely if frequency component k is
below 250 Hz and above 3750 Hz then X(k) = O; if P(k) > 0,9 then P(k) = 0;

— compute the negative entropy

©) H = P(0log(P(K)



— compute the EE feature as
(10) M=(E-C)H-C ),

EE =L+ |M]),

where C_ and C,, are the average energy and entropy of the first 10 frames
respectively.

In this algorithm a smoothing in time with linear method is additionally included —
the same procedure as this one for the MD feature.

5. Experiments

We carried out series of experiments that can be separated into two groups. The aim
of these experiments is to perform graphically and to evaluate visually the trajectories
of analyzed features. These features are the currently proposed MD feature and the
energy-entropy based one — EE feature, proposed in [6]. During the first group of
experiments, we used selected noise-corrupted speech samples from the SpEAR
database [8]. In the second group of experiments, we utilized noisy telephone speech
samples from the BG-SRDat corpus [9].

In order to make a correct comparison between MD and EE features we have
to compute them in the same frequency range. We selected the range accepted in [6],
i.e. from 250 Hz to 3750 Hz. The obtained trajectories in all experiments are normalized
in the range from zero to one to allow direct comparison between them.

5.1. Experiments Nol

The SpEAR database was created for performance evaluation of different speech
enhancement systems in adverse/noisy environments. The SpEAR database contains
samples of noise-corrupted speech that have been recorded by acoustically combining
clean speech and noise (with a clock-synchronous procedure for time-alignment).

We selected one record from Lombard section and one from noisy speech
recordings section in the SpEAR database. All records have clear reference and
corresponded noisy speech samples with different Signal-to-Noise Ratio (SNR). All
selected wave files are with sampling frequency of 16 kHz at 16 bits, PCM format
and mono mode [8].

The record from the Lombard section contains speech corrupted with factory
noise that is recorded in a car production hall. The SNR of clean reference is
27.28 dB and for noisy recording SNR = — 9.96 dB;

The record from the noisy section contains speech corrupted with white noise. It
is acquired by sampling high-quality analog noise generator. The SNR of clean reference
is 40 dB (no noise) and for noisy recording SNR = 2.37 dB;

In Fig. 3 the factory noise speech example from the Lombard section in SpEAR
database and the corresponded trajectories of the MD and EE features are shown . In
the figure are included: (a) the clean speech sample, (b) noisy version of (a), (c) MD
feature contour for noisy speech in (b) and (d) EE feature contour for noisy speech in

(b).
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Fig. 3. Examples from the SpEAR database: a) clean speech sample, b) noisy version of a) with factory
noise, ¢) MD feature contour for noisy speech in b) and d) EE feature contour for noisy speech in b)

In Fig. 4 are shown the white noise speech example from the noisy recording section
in SpEAR database and the corresponded trajectories of the MD and EE features. In
the figure are included: (a) the clean speech sample, (b) noisy version of (a), (¢) MD
feature contour for noisy speech in (b) and (d) EE feature contour for noisy speech in

(b).
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Fig. 4. Examples from the SpEAR database: a) clean speech sample, b) noisy version of a) with white
noise, ¢) MD feature contour for noisy speech in b) and d) EE feature contour for noisy speech in b)
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5.2. Experiments No 2

The BG-SRDat is a corpus in Bulgarian language recorded over noisy analog telephone
channels and intended for speaker recognition. To achieve more realistic real-world
conditions the speech data is collected by different types of telephone calls (internal-
routing, local and long-distance) and various acoustical environments (noisy offices,
halls and streets). The corpus does not provide the clean speech reference and its
noisy version. It comprises only real-world noisy speech records. The speech data
included in the BG-SRDat are sampled with frequency of 8 kHz at 16 bits, PCM
format and mono mode [9].

We selected one record, which is typical of the BG-SRDat. It distinguishes for
the presence of high-level pulse noise (due to the apparatus commutations in analog
telephone line). In Fig. 5 are shown the noisy speech example from the BG-SRDat
corpus in (a), its spectrogram in (b) and the corresponded trajectories of the MD
feature in (c) and EE feature in (d).
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Fig. 5. An example from the BG-SRDat corpus: (a) noisy speech sample, (b) the spectrogram of (a), (c)
MD feature contour for noisy speech in (a) and (d) EE feature contour for noisy speech in (a)

6. Discussion

In series of experiments with noisy speech data, we compared the trajectories variations
of the two features mentioned above in the text. Our goal was to use these features in
speech detection tasks where there is not any information about the position of noise
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and speech fragments in the analyzed data. This limitation gets our experiments much
closer to the real-world environment tasks. In this case, we can utilize the feature
trajectory’s characteristics to make a speech/non-speech decision. We decided to use
the feature value (contour level) as measure for the presence of speech. This is a so-
called “energy-type” approach for speech detection. It based on the assumption that
the low levels in feature’s contour correspond to the non-speech frames or frames
with consonants and the high levels ones — mainly to the voiced or semi-voiced frames.
Moreover, we can use a set of thresholds (fixed or adaptive) to separate the speech
and non-speech events. Our visual analysis has to answer the question — which one of
the presented here features is more suitable for using in the mentioned above energy-
type approach?

The results from experiments No 1 with noisy samples from the SpEAR database
are shown in Fig. 3 and Fig. 4 and they revealed interesting facts. The contours of two
compared features are similar only in Fig. 4 where the added noise is white and SNR
is not very low (2.37 dB). In this case, the energy-type approach can be used in
speech detection tasks for both features. In the rest of experiments, the obtained
contours of the EE feature demonstrate unsatisfactory results. Based only on the EE
feature’s values it is difficult to make reliable decision about the place of the speech
and non-speech parts in the analyzed data, e.g., see Fig.3 (d), around time axis tick
0.5s and after time axis tick 3.5 s. And vice versa, the trajectory of the MD feature at
these time axis positions (see Fig. 3(c)) allows finding out the non-speech fragments
in easier way.

The results from experiments No 2 are shown in Fig. 5. The main reason to
include this speech data in the study was to observe the behaviour of both features for
speech contaminated with a high-level pulse noise. It can be observed in Fig.5 (d), that
the pulse noise has a strong effect on the EE contour. In the part of the EE feature
trajectory (e.g., between time axis ticks 3.5 s and 4.5 s) where there is only a pulse
noise the level is higher than this one in middle of the phrase (around time axis tick
2.5 s) where there is only a speech. The MD feature contour does not perform in the
same way — it is more robust to the pulse noise as seen in Fig. 5 (c).

We carried out additional experiments (with data from both databases) where
the EE and MD features are computed from the full-range power spectrum (from
0 Hz to the Nyquist frequency). For both features, the obtained results are worse than
the presented once. However, the change for the worse is more significant for the EE
feature than the MD one.

The using of spectral entropy as feature in speech detections tasks is based on
the assumption that the spectrum is more organized in the speech regions than in the
noise ones. The entropy is maximal when the signal is white noise and minimal when
it is pure tone. It is known that the entropy-based speech detection algorithms are
more suitable for speech signal in white or quasi-white noise and provide poor results
for colored noise [14]. It is reasonable to combine the entropy and another speech
parameter in order to compensate individual drawbacks as is done for the EE feature.
However, this feature is obtained in [6] by an ad hoc procedure and in consequence
of that in some cases the individual parameters drawbacks dominate in the final feature.

It is known that the SACF is an effective feature for voiced frames detection [3,
4]. In addition, as is shown in Fig. 1 and Fig. 2, for the unvoiced sounds the SACF
possesses more clearly peaks than for the white noise. The delta processing on the
SACF enhances the peaks and eliminates the influence of the mean of autocorrelation
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function on the final MD feature. Additional restriction of the lags range (L, and L, in
(5)) reduces the close to zero lag part (this part depends mainly on the spectral envelope
shape) effect on the MD feature. As a result, we obtain a feature which is more
robust than the EE feature especially in the cases where the speech signal is corrupted
with pulse or colored noise.

7. Conclusions

In this study, we analyzed two features intended for speech detection algorithms. The
first one proposed in [6] is formed by integration both of the spectral entropy and the
signal energy (EE feature). The authors in [6] utilized this feature for endpoints detection
in driving car noisy environment. Their algorithm uses the EE feature and a set of
thresholds and durations to find the frames where the speech message starts and
where it ends.

The second proposed feature is the mean of the absolute values of the delta
spectral autocorrelation function of the power spectrum (named MD feature). We
performed visual evaluation on the graphical representations of the EE and MD features
for noisy speech samples selected from two sources — the SpEAR database and the
BG-SRDat corpus.

Based on experimental results we made the following conclusions:

— the behaviour of both features depends on the type of noise. This dependence
is more significant for the EE feature. In our study, the best results (for both features)
are obtained when the speech is corrupted with white noise. The worst ones are for
EE feature when the noise is pulse;

— the properties of both features also depend on the frequency range of the
power spectrum used for their computation. For noisy speech it is not recommended
(for both features) to use the spectral bins above 4 kHz, regardless of the fact that the
MD feature is less affected by this part of spectrum;

—the EE feature is an integrated entropy-energy feature. The additional analysis
revealed that the direct using of the speech energy as it is done in [6] is not a reliable
way to create an integrated feature, especially in the cases when the speech is corrupted
with pulse noise and the SNR is very low;

Our further work will include the development of the MD feature-based speech
detection algorithm. We will evaluate this algorithm in the context of speaker recognition
system, in order to estimate the efficiency of this new feature as a component of a
complete system.
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Enun mapamersp 3a neTekius Ha TOBOP
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(Pe3wome)

B paborara e mpeasniokeH HOB MapaMeThp, MpelHa3HadeH 3a M3I0JI3BaHE B
aJIrOPUTMUTE 3a OTKpHBaHe (JIeTeKIus) Ha ropop. To3u mapaMeTbp € cpenHaTa
CTOMHOCT Ha MOJyJIa Ha JIeNTa CIIeKTpaTHATa aBTOKOpeNallnoHHa (YHKIHS, TOTydeHa
OT CIIEKThpa Ha MOIIHOCTTA Ha aHaJM3UpaHUs CUTHAMI U € HapedeH Mean-Delta (MD)
napamersp. B paboTtaTa ekcnepuMEHTaIHO € CpaBHEHO M3MEHEHHETO Ha Tpaek-
TOpHUSTA HA IPEAIOKEHHS TTapaMeThp ¢ Ta3u Ha Entropy-Energy (EE) mapamerspa,
OCHOBABalll Ce Ha CIIEKTpajHaTa eHTponus. PeanusupaHu ca eKCIEpUMEHTH ChC
3alIyMeH FOBOpeH MaTepualn ot ase 6asu qanau — SpEAR u BG-SRDat .
ITomydenure pesynraTu nokassar, ue MD nmapamerspsbT c€ BIuUs€ B 3HAUUTEINHO

[I0-MaJIKa CTEIEH OT BUJAa U HUBOTO Ha IIyma B cpaBHeHue ¢ EE napamerspa.
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