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Abstract: Three different methodologies for automatic speaker identification have
been evaluated in the paper, namely the well known Dynamic Time Warping (DTW),
the Auto-Regressive Vector Models (ARVM) and an Algebraic Approach (AA).
The aim of our study is to examine the effectiveness of these approaches in the
fixed-text speaker identification task with short phrases in Bulgarian language
collected over noisy telephone channels. Furthermore, two well-known speech
features, namely the Linear Predictive Coding derived Cepstrum (LPCC) and the
Mel-Frequency Cepstral Coefficients (MFCC) were evaluated. As experimental
results shown the joint work of the ARVM and the MFCC outperforms the all
others approaches used in this study.
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1. Introduction

Automatic speaker identification comprises two groups of methods: for text-depend-
ent (fixed-text) and for text-independent (free-text) identification. In the case of fixed-
text identification, it is required that the speaker uses the same phrase or sentence in
both training and recognition modes, whereas in text-independent there is no such
constraint. The most popular algorithms for text-dependent identification are Dynamic
Time Warping (DTW) and Hidden Markov’s Models (HMM). The HMM achieve
better recognition rate compared to the DTW, but at the cost of higher number of
computations in the training mode [3].

The Algebraic Approaches (AAs) can be considered as one traditional strategy
in the speaker identification and they are usually used in text-independent speaker
identification tasks [1]. They are based on an estimation of the covariance matrix of
speech data and it is known that the accuracy of this estimation depends on the amount
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of used data. Usually in text-independent speaker identification task, the amount of
data is few times more than in the fixed-text recognition case. For short phrases with
length of about 1-2 s (typical phrase length for fixed-text identification tasks) the
covariance matrix estimation would be poor, especially if we process noisy telephone
speech.

In fact, the covariance matrix used in algebraic approaches is a static model of
the speaker voice. An important issue in the field of speaker identification is an estima-
tion of the dynamics of the speaker voice. This can be done by the Auto-Regressive
(AR) vector modelling of the speech data [5]. Standard AR-vector modelling is a
generalization of the vector case of the well-known scalar auto-regressive modelling
technique. The parameters of Auto-Regressive Vector Models (ARVM) can be esti-
mated by a vector version of Levinson’s algorithm. In last decade the ARVM are
usually used in text-independent speaker recognition tasks [5].

The smaller number of computations for references creation (i.e. short training
time) distinguishes the mentioned above approaches (DTW, AAand ARVM) by HMM,
neural networks and vector quantization (VQ) [3]. It is interesting to note that in [2]
the author compares the DTW and the VQ approaches in a text-dependent speaker
verification task with telephone speech data and concludes that the DTW overwhelms
the VQ in almost all tests.

The short training time is an important feature if we want to develop an auto-
mated fixed-text speaker identification system running on a PC without using a dedi-
cated hardware. This feature motivated us to compare the performance of AA and
ARVM to the performance of the famous method in the fixed-text speaker recognition
area —the DTW. It is worth to note again that the algebraic approaches and the auto-
regressive vector models usually are not used in the text-dependent speaker identifica-
tion tasks.

It is known that these three approaches use three different strategies in recogni-
tion process. While the DTW is based on the vector sequences time alignment then the
AA uses parameters obtained from the covariance matrices of these sequences. On
the other hand, the auto-regressive vector model allows for the form of the features
trajectories of the analyzed speech data. It is unclear which one of these strategies will
be more effective in our case when the data is noisy telephone speech and its length is
few seconds.

It is known that recognition performance depends on the chosen combination
between features and classification rule. Wherefore we evaluated here two paramet-
ric presentations — the Linear Predictive Coding derived Cepstrum (LPCC) and Mel-
Frequency Cepstral Coefficients (MFCC) [7].

In our experiments we study the effects of the length of the speech data on the
performance of selected approaches in the fixed-text speaker identification task with
short phrases in Bulgarian language collected over noisy telephone channels.

2. Speech features

In our study we chose as speech features two well-known parametric presentations
widely used in speech and speaker recognition experiments namely, LPCC and
MFCC [7].

To calculate the LPCC, the Linear Predictive Coding (LPC) coefficients must be
first calculated. Then the cepstral coefficients c ,.(k) can be computed by the follow-
ing recursion [7, 8]:
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where a(k), k=1, ..., p are LPC coefficients and p is the model order.
In order to compute the MFCC of a speech segment we calculate the power
spectrum of the speech frame. Then, we pass the power spectrum through each filter
of the filter bank, calculating the output power of the filters. The mel-frequency cepstral

coefficients c,,., (m) are computed by the following formula [8]:

@ ¢ (m= kil log(S (k))cos(m(k -0.5)%),

where K is the number of triangular bandpass mel-frequency scale filters, S(k) is the
output power of k-th mel filter and m = 1,..., M is the cepstral coefficients index, c(0)
is not used.

3. Speaker modelling

3.1. Dynamic Time Warping [6]

In our work, we apply the modified DTW algorithm, called the normalize-wrap method.
In this algorithm, we use the length normalization on both the reference and test pat-
tern before performing the actual DTW algorithm. In the DTW, we implement the
relaxed endpoints constraints, Itakura’s form of local constraints and Euclidean cepstral
distance as local distance.

We place the reference along the Y-axis and set the path width at 300 ms. The
speaker’s reference is obtained by averaging (after dynamic time warping alignment)
of his training utterances. Fig.1 shows the block diagram of the DTW training and
identification procedures.

Training data for Training data for
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Features Features
LPCC or MFCC LPCC or MFCC
Length normalization Length normalization
DTW DTW
Reference creation Reference creation
for speaker 1 for speaker S
Training
Identification
Unknown A\ Features N Length normalization L
speaker data LPCC or & Decision |
|  wmrcc [ DTW Speaker
identity

Fig.1. Block diagram of the DTW training and identification procedures 5



3.2. Algebraic approach [1]

From the sampled speech signal we compute parametric presentation — sequence of N
vectors in p-dimensional space. Let {X }, n =1, ..., N, is this vector sequence. The
covariance matrix C, of {X } is obtained as [1]

3) C =iix XT—mmT,
1 nh n X X
1N
4 = — )
(4) m Nnglxn

where m, is the mean vector of {X } and T is matrix transposition. The covariance
matrix of a test sequence {Y }, 1 =1, ..., L, is denoted as C,.

There are measures which can be considered as different estimations of the
similarity of two covariance matrices [1,5]. They belong to the distances that could be
defined using only the eigenvalues of the product C,C, ~* . Let the p-ordered eigenvalues
of the matrix C,C, ~*are denoted as {4} and three particular functions of {1} are
defined [1]:
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Functions A,G and H are respectively arithmetic, geometric and harmonic means
of the eigenvalues {4.}. The swapping of the matrices C, and C, leads to transforma-
tion of A into H?, G into G and H into A%

Various distance measures were constructed based on these mean values [1, 4].
Here we will use a distance proposed in [4]. This distance D,,(C, ,C,) is non-sym-
metric and it is in the form [4]:

AZ
(8) D (C.C)= Iog[G—Hj :

The speaker’s reference consists of his reference covariance matrix. For a par-
ticular speaker this matrix is obtained by averaging of the covariance matrices of his
training utterances. In testing mode the distance D,,(C?,C)) in (8) is calculated
between covariance matrix C, obtained from input speech sequence from unknown
speaker and reference matrices C;, of all speakers s = 1, ..., S. Fig.2 shows the block
diagram of the procedures for training and identification in the AA method.

3.3. Auto-regressive vector modeling [5]

The AR-vector models are used here to describe the parametric vectors’ trajectories
of the analyzed speech data. Let X ={X }, n =1, .., N, be the vector sequence in
p-dimensional space. Each vector can be described by an auto-regressive vector model
of order g in the form similar to the scalar case

q
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where, {A}, k=0, ..., g, are prediction coefficient matrices with size pxp and {e },
n=1, ..., N, is the prediction error vectors with size p. The matrix coefficients of the
model can be estimated by the vector version of the Levinson’s algorithm. The crite-
rion to minimize is the trace of covariance matrix of {e }.

As a similarity measure between two AR-vector models (reference A and test B)
the measure of their influence on the same vector sequence (test sequence Y) is used.
This measure D_(A, B) is non-symmetric and it is based on determinant of the matrix
[P [5]. The matrix is

(10) FYA,B _ (EYB 1/2 EYA (EYB )1/2 '
where A={A}, k=0, ..., q, is the vector model of size g obtained from the reference
sequence X;

B={B} k=0, .., q, is the vector model of size q obtained from the test se-
quence Y;

EYB is the covariance matrix of the residual vector sequence of Y filtered by

model B;

EYA is the covariance matrix of the residual vector sequence of Y filtered by

model A,
The non-symmetric measure used is:

(11) Dr(A,B):[det( FVA/B)]llp.



The speech data is processed by 2nd order AR-vector model (q = 2). The speaker’s
reference consists of the matrix prediction coefficients obtained from his common
block-autocorrelation matrix.

For a particular speaker this matrix is estimated by averaging of the block-
autocorrelation matrices of the vector sequences of his training utterances.

In testing mode the distance D (A, B) in (11) is calculated between the AR-
vector model B obtained from input speech sequence Y and the reference AR-vector
models Asof all speakers s =1,..., S. Fig.3 shows the block diagram of the training and
identification procedures in the ARVM method.
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Fig.3. Block diagram of training and identification procedures in the ARVM method

4. Experiments

The analysed phrase in Bulgarian language is in length of about 2 s. The records were
made over dialled-up telephone (analogue) lines in the city of Sofia. The speech signal
is digitized at 8 kHz on 16 bits, after low-pass filtering at 4 kHz. Preemphasis is not
applied. Hamming windowing frames of 32 ms are used, with frame rate of 8 ms. A
14th order autocorrelation analysis is carried out. Each frame is then converted into
14th order LPC derived cepstral vector. The MFCC are 14 and they are calculated by
using the 24 triangular mel-frequency filters.



Since the used speech database consists of short phrases with length up to 2 s,
we did not apply any frames selection (e.g. voiced/unvoiced or speech/non-speech).
We always used all frames in the phrase. Only manual phrase endpoints detection is
performed to avoid the processing of non-speech parts of the recorded signal.

It is known that the different channel characteristics during training and testing
sessions can seriously degrade the performance of speaker identification. Therefore,
channel compensation technigque by cepstral mean subtraction is applied [3].

The used database comprises speech material from 12 male speakers — about 20
phrase repetitions per speaker. Every repetition is obtained from different telephone
call. First 8 repetitions form the speaker’s training data. During the training procedure
we do not make any selection among the utterances intended for reference creation,
i.e., here we use the multistyle training. That means we can form the reference from
data consists of a clear utterance together with a very noisy one.

The effectiveness of all algorithms for closed-set fixed-text speaker identifica-
tion is estimated as a function of the length of training data. Experimental results are
shown in Table 1. The number of tests is 134 and the identification error is averaged
over 12 speakers. Since there are different number of test utterances per speaker we
first compute the individual errors and then average them to produce the final errors
shown in Table 1. The length of test (one utterance) is about 2 s. The test utterances
are not included in the training data. The length of training data 6, 10 and 16 seconds
corresponds to 3, 5 and 8 utterances used for training. The identification is based on
minimum distance rule. No additional threshold is used.

Table 1. Identification error in percentage

. Test (approx. 2 s)
Tramil:g data DTW AD ARVM
LPCC | MFCC | LPCC | MFCC | LPCC | MFCC
~6 39.20 | 39.44 | 37.33 | 27.61 | 33.33 | 24.99
~10 28.73 | 2521 | 28.36 | 19.39 | 20.99 | 20.24
~16 20.40 | 19.87 | 19.33 | 19.97 | 16.13 | 15.49

5. Conclusions

The results in Table 1 shown that the joint work of ARVM and MFCC outperforms the
all others approaches used in our study. This fact surprised us because the ARVM is
intended for text-independent speaker recognition. This technique is based on an esti-
mation of block-autocorrelation matrix that depends on the amount of data. We sup-
posed that for short training data the performance of the ARVM technique would be
worse than DTW one, but the experiments yielded the opposite result. About the
covariance matrix based approach (AA) we can say that it took a middle place in our
final results arrangement. Its results were closer to the DTW?’s results than to ARVM
ones.

To prove that the modelling of the feature trajectories is more effective strategy
in the recognition process (even for short noisy speech data) than the direct vector
sequences time alignment or covariance matrices comparison.



These experimental results suggest that for fixed-text speaker identification tasks
with short training time we can prefer the ARVM-MFCC technique to both AA and
DTW. We plan in our forthcoming work to examine the joint work of the ARVM and
others more robust features intended especially for noisy telephone speech data.
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Cpasnutenen ananus Ha /{1, APBM u AM
TIPY 3aBUCHMA OT TEKCTa UACHTU(DUKAIMS HA JUKTOPH

Amanac Y3ynos

Huemumym no ungopmayuonnu mexnonozuu — 1113, Cogusn, E-mail: atanas@iinf.bas.bg

(PeswomMme)

B craTtusTa € M3BBPIICH CPAaBHUTENICH EKCIIEPUMEHTAJIEH aHAIM3 Ha TPU METoja 3a
pa3mo3HaBaHe Ha JUKTOPH, a UMEHHO JUHAMU4YHO mporpamupane (/I1), aBTo-
perpecronHn BekTopHU Mozenu (APBM) u enun anrebpuuen meron (AM). Lenta
Ha TO3M aHAJU3 € J]a c€ YCTaHOBU €(EKTHBHOCTTA Ha pa3MIeIaHUTE METOIH, IpU
3aBHCHMA OT TEKCTa MACHTHU(PUKAIUS HA AUKTOPH, 32 KpaTKH (pa3u Ha ObIrapcKu
€3WK, 3amucaHu no tenedoHeH kaHail. KaTo mapameTpwuHH NpeacTaBsSHUS ca
W3IION3BaHM JIBE KEIICTPAIHU MPEICTaBSIHU: KEMCTHPBT, MOIy4YeH upe3 MeToaa Ha
JMHEIHO TpeficKa3BaHe, U MeJ-KelCThPbT. EXcriepuMeHTaTHITE pe3yaTaTy noka3axa,
4e cbBMECTHaTa paboTa Ha MEN-KecThpa M aBTO-PErPECHOHHUTE BEKTOPHH MOJICITH
IPEeBB3X0XK/Ja OT INIeHA TOYKA Ha TOUHOCTTA HA pa3lOo3HaBaHE OCTAHAJINTE METOIH,
BKJIIOYEHH B HACTOSILETO M3CIIEIBAHE.
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