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Abstract: This work presents an original approximate recurrent approach for image
reconstruction from inverse synthetic aperture radar (ISAR) data, obtained by illumi-
nating the target with Barcer’s phase code modulated transmitted signal. Geometri-
cal model of ISAR scenario and mathematical expressions of quadrature components
of ISAR signal with Barcer’s phase code modulation, reflected by object with a com-
plex geometry, are derived. Approximation matrix functions are constructed and used
for modeling deterministic ISAR signals reflected by point scatterers, located at nodes
of a uniform grid (model) that is depicted in the object’s coordinate system. The com-
putational equations of Kalman filtering procedure for target feature extraction from
Barcer’s phase code modulated ISAR signal are described. To demonstrate the valid-
ity and correctness of the developed recurrent Kalman image extraction procedure,
numerical experiment is performed. The computational results disclose the capability
of the Kalman procedure to obtain high resolution images by short inverse synthetic
aperture length, unambiguous and convergent estimates of the point scatterers’ inten-
sities of a target from simulated ISAR data.
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1. Introduction and background

The inverse aperture synthesis is a process of recording the complex amplitude of the
trajectory signal reflected from a moving target. The object image referred to as a
spatial distribution of its reflectivity function can be retrieved from the complex trajec-
tory signal by applying correlation and spectral procedures, and high resolution time-
frequency transforms, such as the short-time Fourier transform and bilinear transform,
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such as the Wigner-Ville distribution [1, 2]. Algorithms, referred to as parametric and
semiparametric spectral estimation procedures, for target feature extraction and com-
plex image formation via synthetic aperture radar are analyzed in [10-13]. The para-
metric spectral estimation nonlinear least square (NLS) methods for feature extraction,
based on certain parametric data sinusoidal models to model ideal point scatterers, are
devised and fast Fourier transform (FFT) methods to the simulated phase history data
to forming ISAR images are applied. Applying of this approach requires to be ignored
the quadratic term of the ISAR signal that means processing should be accomplished
over date only obtained by for far-field ISAR measurements.

The traditional tools for target imaging from ISAR data are the correlation and
fast Fourier transform. Application of Fourier transform requires that, the scatterers
must remain in their range cells, and their Doppler frequency shifts must be constant
during the ISAR time interval. Furthermore, the FFT method is known to yield poor
resolution if the synthetic aperture spanned by the collected data is not large enough.
As known, FFT methods can be employed in the far-field Fraunhofer approximation
zone and in cases of rectilinear movement and real or apparent rotation round the
object’s geometric center. When the target exhibits complicated maneuvers combining
translation and rotation motions, these methods demand motion compensation proce-
dures. In case the correlation ISAR image restoration methods are employed, develop-
ment of certain reference functions is required.

It is known that in ISAR applications the large inverse synthetic aperture data set
(large time-interval or large spatial-interval data set) often contains large trajectory
distortions caused by the moving target. The spatial Doppler spectrum becomes smeared
and image reconstruction is blurred. A small inverse synthetic aperture length (small
ISAR data set) has to be used to avoid motion-based distortions in the image recon-
struction. Given a small inverse synthetic aperture data set, the correlation and FFT
methods cannot yield high resolution. It is worth to note that in case the ISAR data are
obtained through illuminating by Barcer’s phase code modulated pulses correlation
range compression procedure can only be exploited whereas FFT technique is not ap-
plicable.

In this work a new technique for ISAR image reconstruction from Barcer’s phase
code modulated signals, referred to as recurrent Kalman method is presented. This can
cope with a small inverse synthetic aperture data set and yield a high resolution image.
Approximate methods can be assumed as an alternative to correlation and FFT meth-
ods, and NLS parametric estimation technigues. The Kalman method can be related to
the adaptive filtering theory and assumed as an approach that solves the inverse prob-
lem of image reconstruction. The computation of the Kalman methods is also efficient,
compared to other available high resolution methods [3, 4, 5, 6]. In that context, this
paper deals with the approximate Kalman method that can be utilized for image resto-
ration from ISAR data, obtained from the rectilinearly moving target, which is illumi-
nated by Barcer’s phase code modulated transmitted signal. The application of recur-
rent procedures requires building of approximation functions. The main purpose of the
present research is to reveal the composition of approximation functions in linear ap-
proximation and to develop ISAR image reconstruction methods based on recurrent
quasi-linear estimation of invariant geometric parameters in the complex amplitude of
the ISAR trajectory signal with Barcer’s phase code modulation.
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2. ISAR geometry

The object presented as assembly of point scatterers is detected in a 2-D object’s space
in a form of a grid of reference points, which is described in own 2-D Cartesian coor-
dinate system O'XY (Fig. 1). The object’s space is moving rectilinearly with a constant
vector velocity V inthe 2-D Cartesian coordinate system Oxy. The object and ISAR are
placed in separate coordinate systems. Point O'(0) is the location of the origin of the
coordinate system O'XY at the moment p = N/2 (N is the full number of emitted pulses),
which corresponds to the middle of the ISAR length; point O'(p) is the location of the
origin of the coordinate system O'XY at the p-th moment.

Vo Q(p) -
Ry (0) | trajectory
R (P)

Fig. 1. ISAR geometry

The range vector R;(p) = [xij (p), yij(p)}r from ISAR placed in the origin of the
coordinate system Oxy to the ij-th reference point of the object at the p-th moment is
defined by the vector equation [7]

® Ri,-(p)=Roo(0)+V(ﬁ— pJTp AR,

where R;; = [Xi, Y; 7 is the geometrlc distance vector of the ij-th reference point in
coordlnate system O'XY; V = [V,, V 17 is the vector velocity of the object;
Rpo(0) = [Xgo(0), yOO(O)]T is the range vector to the object’s geometric center, point

cose sing

—sing cose
tion matrix; ¢ is the angle between the coordinate axes Ox and O'X; X;; = i(AX) and
Yij = J(AY) are the discrete coordinates of ij-th reference point; AX and AY are the
dimensions of the 2-D grid cell on the coordinate axes O'X and O'Y respectively,
i =11 is the number of the reference point on the axis O'X; j=1,J is the number of the
reference point on the axis O'Y, I is the full number of the reference points placed on the
axis O'X in the object space, J is the full number of the reference points placed on the
axis Q'Y in the object space.

0O'(0), defined in the coordinate system Oxy; A = { is the transforma-
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3. ISAR transmitted barcer’s phase code modulated pulses and
modeling deterministic components of ISAR signal

ISAR transmitted Barker’s phase code modulated pulses can be described by the equa-
tion

N ) )
2) S(p):Za(t—pT )exp{—le(t—pT +7zb(t—pT —ka)B

where a(t — pT) is the amplitude of the transmitted pulses, @ = 2xc/A is the signal
angular frequency, @, is the initial phase of the Barcer’s phase code modulated (BPCM)

pulse; t = (k — 1)AT is the discrete current time, k = 1,K , is the number of the segment

of the BPCM signal, K = Tl =13 is the full number of segments of the BPCM signal,

T, is the time duration of a s'?egment of the BPCM pulse, k= 1,K is the sample number
of the transmitted BPCM pulse; AT :T?" is the time duration of the sample of the

T . .
BPCM signal, K =T is the number of samples of the BPCM pulse, T is the time

duration of the full BPCM pulse, AR = cT, /2 is the dimension of the range resolution
cell. For each p = 1N phase sign parameter is defined by

0,t=kT k=1

Lt=KT, k= 6_7

0,t=kT,, k=89,

b — pT, —KT, )={1,t=kT,, k =10,

3) 0,t=KkT , k=11,
Lt=kT , k=12

0,t=kT, k=13

The deterministic components of the ISAR signal return for every p-th pulse are de-
rived by applying the physical optics principle of Huggens-Fresnel, i.e.

4) S(p, k)= géauexp { j[oo(t —t, )+ nblt —t, — KT, ]]},

where a;; is the reflection coefficient (intensity) of the point scatterer of the object space.
The time dwell t of the ISAR signal return for each transmitted puls p can be written as

t= tijymin(p) + (k= L)AT, where k =1, K + L is the number of the ISAR signal discrete,

2R,
t;(p) = # is the time delay of the ISAR signal, reflected from ij-th point scat-

103



t —t
terer, L=int{ "'maX(p)AT "'m'”(p)} is the relative time dimension of the target,
2R.
ti min (P) = 2Rym (P) is the minimum time delay of the ISAR signal, reflected from
‘ c
2Rij,max(p)

the target, t; . (p)= is the maximum time delay of the ISAR signal, re-

C
flected from the target, R;;(p) is the module of the range distance vector to the point
scatterer, defined by the expression

©) R, (M) = () + v2(m].

where

© 14 (9) = %o 0 +V,T, [ 3 | X, c056 ¥, sing,
7) Yi5(P) =Y (0) +V, T, (g - pJ + X, singp+Y, cosg

V,=Vcosa, V, = Vsina are the components of the t@rggt vector velocity.
The Barcer’s phase code parameter bt —t, — kT, , of the ISAR signal is defined
as follows:

0,t=t, +kT,, k =15,

Lt=t, +kT, k =6,7,
0,t=t +kT,,

]

® bt —t, —kT, )=1{1,t=t +kT,,k =10,

The ISAR signal return &(p, k) is an additive sum of a deterministic component
S(p, k) and zero mean complex Gaussian noise n(p), i.e.

©) X(p, k) = S(p, k) + n(p, k).

The expressions (4)—(9) can be applied for modeling Barcer’s phase code modu-
lated ISAR signal return in case the object is moving on a rectilinear trajectory in 2-D
coordinate system.
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4. Recurrent Kalman image reconstruction procedure estimating the
invariant geometric parameters of Barcer’s phase code isar signal
quadrature components

4. A. Vector measurement equation and state equation

As known iterative minimum mean square error (MMSE) image reconstruction proce-
dures [9] relay on priory knowledge of the moment values of the ISAR signal. This
prohibits evaluation of the invariant parameters in real time. This limitation can be
overcome through a recurrent Kalman filtering procedure. Kalman filtering is MMSE
estimator and has two distinct characteristics. The first of these characteristics is that
Kalman filtering is grounded on the state-space concept that allows processing the
system as a whole unit. The second of these characteristics is that Kalman filtering is
recursive procedure. The update of the estimate of the state is computed from the cur-
rent estimate and the current input measurement data. This property makes Kalman
filter more computationally efficient than MMSE iterative methods. This recursive
capability also eliminates the necessity to store all previous measurement data and
previous state estimates [14]. Kalman filtering as an image reconstruction and future
extraction procedure is exploited in [9, 15]

The vector measurement equation and vector state equation describing the vector
law of parameter variations at the discrete moment p are

(10) &(p,k)=S[p, k, a(p)]+n(p, k),
a(p)=glp. k, a(p-1I+n,(p, k),

where &(p, k) is a column vector with dimension [2(K + L); 1]; S[p, k, a(p)] is the
deterministic process, defined in the field of discrete vector arguments a(p), and yields
a column-vector with dimensions [2(K + L); g[p, k, a(p — 1)] is a column-vector func-
tion that describes the law of variation of the vector arguments at discrete time mo-
ments yielding dimensions of [I x J; 1]; n(p, k), n,(p, k) are sequences of random vector
values with zero expected value and covariance matrices y(p, k) with dimensions
[2(K+L); 2(K+ L)] and V(p) with dimensions [I x J; I x J], respectively. The vector of
arguments, a(p), which has dimensions [l x J; 1] accounts for a vector estimates of
intensities of point scatterers .

For modeling the quadrature components of the ISAR trajectory signal, it is sup-
posed that in the Cartesian coordinate space Oxy an object moves with a rectilinear
trajectory at a constant speed V. The object is situated in a coordinate network whose
origin may coincide with the geometric centre of the object. The shape of the object is
described by the intensities (reflection coefficients), a; of point scatterers distributed in
accordance with its geometry.

The distance variation to the ij-th point scatterer R.(p) of the object is determined
by expressions (5), (6), (7). The quadrature componenfs of the ISAR signal (return)
reflected by point scatterers of the object space, are additive mixtures of deterministic
and random components presented by (8). The expression (9) can be exploited to model
the deterministic quadrature components of the ISAR signal.
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4. B. Approximation functions

In the most general case, the functions S[p, k, a(p)] and g[p, k, a(p — 1)] in (10) would
be non-linear. This circumstance would lead to ambiguity in invariant parameter defi-
nition. One of the main purposes of the present work is to reveal the composition of
S[p, k, a(p)] and g[p, k, a(p — 1)] under linear approximation and to develop an algo-
rithm for a quasi-linear Kalman filtration of the invariant vector parameters in the
complex amplitude of the ISAR trajectory signal.

The approximation function S[p, k, a(p)] is defined by the quadrature components
of a complex signal, reflected by the point scatterers, placed on the nods of a uniform
grid, i.e.

(11) S[p, k, a(p)] = S¢[p, k, a(p)] + jS,lp, k, a(p)]-

The Taylor’s expansion after ignoring the higher order terms results in the follow-

ing linear equations:
. 3. L0S, [p.k,a .
s.[p ks, lp ka3 SRR )
(12) '
. 3. L0S.|p,k,a .
Ss [p. k,a( p)]= Ss [p' k,a( p)]"' éé%(aij - aij ),

ij
where a(p) = [au...au ,8,,...8;...,, | is the vector-estimates of the invariant geometri-

cal parameters with dimensions [l x J; 1], the superscript “T” denotes matrix trans-
pose, the product | x J denotes the full number of estimates of isotropic point scatterers
of the grid with intensity é.”.. The constant coefficients of the Taylor expansion is de-
fined by

S, [p.k,a(p)]= i_lzaij cos [(o(t -, ]+ bt —t, — kT, ﬂ
(13) j.
s.[p.k.a(p)]= 234, sinfok -t )+ ab —t, —KT, )

The coefficients of the linear terms of the Taylor’s expansion (12) defined by the
expressions

(14) %k,a(p)] = coslm(t -t )+ b - t; —kT, E
(15) %k'a(p)]:sin lot -, )+ ok —t, —kT, ]

ij

If the vector-estimated parameters are Gaussian and Markov, the state transition
matrix function g[p, k, a(p — 1)], linking the vector estimates of invariant parameters in
two consecutive moments in linear approximation, is given by the expression [9]:

(16) glp. k, a(p - 1] = glp, k). ap - 1)],

where g(p,k) = diag{exp( NT, ﬂ is the diagonal matrix with dimensions [Ix J; Ix J],
ij
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7; is the correlation time of the parameter aj;.

If the observation time NT , is considerably less than the correlation time, z;;, then
the state transition matrix g(p, k) becomes approximately an identity matrix, i.e., the
estimated geometrical parameters are invariant in the ISAR observation time interval.

4. C. Kalman procedure

The modified recurrent Kalman procedure for quasilinear estimation of invariant geo-
metric parameters can be defined as follows [9]:

(17) a(p) =g(p,k)a(p-1)+K(p,k)&(p,k)-S[p.k.a(p-1)] }.
where
(18) &(p.k)=[.(p.k), &.(p.K)]

is the new measurement vector with dimensions [2(K + L; 1];

S.|p.k,a(p-1
(19) Slp.k.a(p-1)]= {S{S ) :és—lﬂ}
is the measurement prediction vector with dimensions [2(K + L; 1];
(20) K(p,k)=R(p,K)H" (p,K)y*(p.k)

is the Kalman filter gain-matrix with dimensions [Ix J; 2(K + L]; R(p, k) is the update
state error covariance matrix with dimensions [Ix J; Ix J], determined by

1) R (p.k)=lg"(p.R(P-1K)g(p.k) + V7 (p.K) | +
+H (p. )y~ (p.K)H(p.K);

(oS, [p.k =La(p-1)] &S, [p.k=1a(p-1)]

aa‘ll aa 1

oa; o0a,,

(22) H(p,K)=| s

S,[p.k=La(p-1)] &s[p.k=21a(p-1)]
da, da,

os,[p.k=K,a(p-1)] o5 [p.k=K,a(p-1)]
7 %,

is the state-to-measurement transition matrix with dimensions [2(K + L; IxJ] .
The elements of the matrix H(p, k) for each p = 1,N can be generally described
by expressions
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oS, [p.k,a(p-1 =
(23) e insej = Ip a (p )]zcoslm(t—tij)+7z’o(t—tij —ka]

ij

oS |p,k,a(p -1 . =
(24) hks,(i—l)J+j =— [p oa @ )]=S|nlw(t _tij )"' ”b(t _tij —kT, j-
1]

The matrix R(p — 1, k) is the predicted state error covariance matrix with dimen-
sions [IxJ; IxJ]. Inthe beginning of the procedure p = 1, the initial predicted state error
covariance matrix R(0, k) is an identity matrix. The process noise covariance matrix
V(p, k) and the measurement covariance matrix w(p, k) are diagonal with elements
N0/2Tp, where N, is the spectral density of the Gaussian noise.

5. Numerical experiment

To substantiate the properties of the proposed 2-D model of ISAR signal with Barcer’s
phase code modulation and to verify the correctness of the developed Kalman image
reconstruction procedure a numerical experiment was carried out. It is assumed that
the target is moving rectilinearly in a 2-D observation Cartesian coordinate system Oxy
and is detected in 2-D coordinate system O'XY. The trajectory parameters of the target
are as follows: the module of the vector velocity V = 600 m/s; the guiding angle of the
vector velocity « = 7; the angle between coordinate axes, ¢ = 0; the coordinates of the
mass-center at the moment p = N/2: the initial coordinates of the target geometric cen-
ter: X,,(0) = 0 m, y,,(0) = 5.10* m. The ISAR transmitted pulse is characterized be
following parameters. The wavelength is 2 = 3.102 m.

The ISAR transmitted pulse is characterized be next parameters: the wavelength
is A = 3x1072 m; the carry frequency is f = 10'° Hz; the repetition period for signal
registration (aperture synthesis) is T_= 2.5x1072 s; the time duration of a segment of
the BPCM pulse is T, = 3.3x107s; the number of the segment of the BPCM signal is
k = 1,13; the full number of segments of the BPCM signal is K = 13; the time duration
of the sample of the BPCM signal is AT = 1.65x10° s; the time duration of the trans-
mitted BPCM pulse is T = 42.9x10-° s; the dimension of the range resolution cell is
AR = 0.5 m; the number of samples of BPCM transmitted signal is K = 26; the sample
number of the transmitted BPCM pulse is k = 1, 26 ; the number of transmitted pulses
during inverse aperture synthesis is N = 100.

Modeling ISAR signal requires that the whole geometry of the target be enclosed
ina 2-D regular rectangular grid, described in the coordinate system O'XY (Fig. 2). The
dimensions of the grid’s cell are AX = AY = 0.5 m. The number of the reference points
of the grid on the axes X is | = 32 and on the axis Y is J = 32. Equivalent point scatterers
are placed at each node of the regular grid. The intensities of the point scatterers placed
on the target are a;=0.1. The intensities of the point scatterers placed out of the target
are a; = 0.001. The approximation functions account for the quadrature components of
Barcer’s phase code modulated ISAR signal reflected by a regular grid with the same
dimensions as in case of modeling, and consisting of isotropic point scatterers with an
equal initial intensity &, = 0.001.
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Fig. 2. Six phases by p=1 (a), p =14 (b), p =30 (c), p = 47 (d), p = 65 (e) and p =100 (f) of the
Kalman image reconstruction procedure of the aircraft MIG-29

The results of the numerical experiment are presented in Fig. 2, a, b, ¢, d, e, f,
where six phases (extrapolations) of the image reconstruction processes of the aircraft
MIG -29 are depicted. The evolution of the quality of the picture by each step of the
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procedure demonstrates the correctness of the geometrical model and mathematical
expressions of the quadrature components of ISAR signals and Kalman equations as
well. The developed Kalman procedure is featured by high calculation speed, steady
and quick convergence of computations. Therefore the recurrent Kalman procedure is
an exceptional tool for image reconstruction with high quality and could be exploited
successfully for extracting invariant geometric parameters from ISAR data obtained
by Barcer’s phase code modulated transmitted pulses.

6. Comparative analysis

The extreme azimuth resolution capability of the approximate recurrent image recon-
struction method does not directly depend on the inverse synthetic aperture duration,
unlike the correlation and FFT azimuth compression methods. It is known that if the
correlation and FFT algorithms are utilized, the azimuth resolution is of better quality
when the inverse synthetic aperture length is larger.

By applying the approximate image reconstruction procedure the number of the
ISAR measurements is determined by the number of the estimated point scatterers,
placed at appropriate nodes of the grid model. A minimum number of measurements,
i.e. minimum inverse synthetic aperture relative length, correspond to the least number
of the estimated parameters.

Analysis of the factors influencing azimuth resolution properties of the image
reconstruction procedures discloses that in order to achieve certain azimuth resolution
the required inverse synthetic aperture length is much less if the recurrent method is
applied than in the case of correlation and FFT azimuth compression algorithms. In the
small length inverse synthetic aperture, the following advantage can be derived. The
trajectory of the object can be approximated with a straight line. The restrictions re-
lated to the motion distortions can be eliminated. The approximation functions of the
intensities applied in the recurrent procedure are unambiguous and smoothly varying.
The basic geometrical parameters — intensities of the point scatterers can be assumed to
be invariant

The computational results illustrate that the recurrent image reconstruction algo-
rithm that extracts the invariant geometrical parameters from the simulation ISAR data
is steady when the intensities of point scatterers are estimated. Only 100 extrapolations
are needed to achieve a satisfying resolution by applying the Kalman procedure. This is
the main reason to use proposed ISAR image reconstruction procedures in practical
applications.

7. Conclusions

The goal of this work is to examine the properties of the approximate recurrent Kalman
techniques for image reconstruction from Barcer’s phase code modulated ISAR data.
The major contribution of this investigation is to construct approximation functions
and to develop the recurrent algorithm for quasilinear estimation of invariant vector
geometric parameters in ISAR complex amplitude, obtained through illuminating the
target by Barcer’s phase code modulated signal. The properties and capabilities of the
correlation and FFT azimuth compression methods for ISAR image retrieval to com-
pare with recursive Kalman feature extraction method are revealed. Recurrent Kalman
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image reconstruction procedure to replace correlation and FFT azimuth compression
techniques is proposed. The Kalman procedure retrieves the target image by extracting
the estimates of the invariant geometric parameters from quadrature components of
ISAR signal with Barcer’s phase code modulation.

Simulation experiments are presented to illustrate the capability of the approxi-
mate recurrent method for ISAR imaging of rectilinear moving targets. The results and
comparative analysis of the image reconstruction approaches clearly demonstrate that
the approximation techniques can be used to replace correlation and Fourier trans-
forms as a means of ISAR image reconstruction without suffering image blurring.
Therefore, the restriction of the correlation and Fourier transform can be overcome.
The recurrent Kalman procedure demonstrates high effectiveness in the target image
reconstruction using simulated ISAR data.

The results from the mathematical modeling of the ISAR image reconstruction
process as well as recurrent Kalman algorithms for extracting invariant geometrical
parameters from the quadrature components of the trajectory complex signal can be
used to develop a microprocessor system for the object’s image restoration from ISAR
data, obtained by Barcer’s phase code modulated pulses.
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Pexypentna KanmanoBa nporenypa 3a Bb3CTAaHOBSIBAHE
Ha ISAR-m300paxenus ot a30BO MOIYIHPAHU TIO KO
Ha bapkep TpaekTopHU cUrHaIM

Anoon Jlazapos

Huemumym no ungopmayuonnu mexnonocuu, 1113 Cogus

(PezwmMme)

Hacrosimata pa3paboTka mpeacTaBs alnpOKCHMAallMOHEH PEKYPEHTEH MOIXOA 3a
BB3CTaHOBsSIBAHEC 06pa31x1 OT U3MCPBAHHA HAa PaaAUOIOKAIMOHHU CUCTEMU CBHC
cunTe3npana aneprypa (ISAR), momydeHu mocpencTBoM o0TbUBaHE Ha LIENTa C PaIio-
uMmnysncH, Gpa3zoBo MoayaupaHu ¢ kox Ha bapkep. [Ipemioxena e reomerpus Ha ISAR-
CLICHApHS U ca M3BEICHN MaTeMaTHYeCKH M3pa3u 3a ONpEIelisTHe Ha KBapaTypHUTE
komroHeHTH Ha ISAR-curnanu ¢ ga3zopa kojoBa Moayiaius Ha bapkep, orpa3eHu ot
00€KT chC cliokHa reomerpusi. KOHCTpyHpaHH ca anpoOKCHMHpAIIA MaTPUYHU
(YHKIMHY, KOUTO ca U3TMO3BaHU 3a MOACMpaHe Ha AeTepMuHupanuTe |SAR-curnamm,
OTpa3eHH OT TOYKOBHU U3IIBYBATEIIH, PA3IIOIIOKEHH BbB Bb3JIUTE Ha €IHOPO/IHA PelIeTKa
(Momen), KosATO € 300pa3eHa B KOOpJMHATHATA cUCcTeMa Ha o0ekra. [leduHupanu ca
W3YHCIMTETHUTE YpaBHEHHS Ha GuiITpupalnaTa npouenypa Ha KaiaMan 3a n3pinnuaHe
HAa TEOMETPUYHHTE XapaKTepHCTHKH Ha menrta oT ISAR-curHamm c ¢a3oBa komoBa
Mmoaynanus Ha bapkep. Peanusupan e 4uciieH eKCIIEPUMEHT 3a JO0Ka3BaHE Ha
JIOCTOBEPHOCTTa M KOPEKTHOCTTa Ha pa3paborenara KammanoBa mporenypa 3a
M3BJIMYaHE Ha 00pa3. M3uncinutenHuTe pe3yaTaTd pa3KpUBaT Bb3MOXKHOCTUTE Ha
npouenypara Ha KanMaHn 3a monmydaBaHe Ha o0pa3u ¢ BHCOKa pasJieiuTeIHa
CIIOCOOHOCT MOCPEICTBOM CHHTE3MpaHa aneprypa ¢ Majka Ib/DKMHA Ha BbJIHATA U
Ha €IHO3HAYHU U CXOANMH OLI€CHKHN Ha HHTCH3UBHOCTUTEC HA TOYKOBUTC U3JIbUYBATCIIN
Ha 1enra ot cumynupanute |SAR-u3mepranus.
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