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Abstract: An gotimizationaly notiivaited leaming-oriented interactive method for solving a
class of discrete nulticriteria doice prablers with a large nunber of altematives ad a
srall nunber of quantitative criteria is proposed in the paper. At each iteration the deci-
sion meker (OM) can set his local preferences in terms of desired inprovements or relax-
atios of the criteria. On this besis a discrete gotimization scalarizing problem is con-
structed. Asmall ranked set of relatively close alterratives is defired with the hellp of this
scalarizing problem. The ranked set is presented to the DM for selection of the most
preferred altermative or for entering his/her rew local preferences.

Keywords: discrete nulticriteria doice problems, quantitative criteria, scalarizing
problem.

1. Introduction

Multiple criteria decision-making problems can be divided [19] into two classes
according to their formal statement: a finite nunber of explicitly stated constrairnts
inplicitly determine an infinite nunber of fessible altematives in the Tirst one wheress
in the second a finite nurber of altermatives are stated explicitly. The firstclass of
problems is called multiple objective mathematical programing (MOVP) problems
or multicriteria doice problems with continuous altermatives. The mnultiple criteria
decision analysis (MCDA) problems that are also called discrete multiple criteria
problems or multi attribute analysis problems belong to the second category.

The so—-called interactive methods have been most widely used in the sollution of
MOMP problems. In each of these methods the phases of decision and computation
are iteratively executed. In the computation pheses, when a certain type of a scalarizing
problem is solved, one or several nondominated altermatives are generated, which
satisfy to the greatest extent the local preferences of the decision maker (OV) in the
decision phase. The DM realizes selection and choice of the best local altermative (the
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preferred alterrative) - In case this altermative satisfies his glaal preferences also, it
becames the best gldbal altemative (the most preferred altermative) . Otherwise the
DM enters additional information, corresponding to his new local preferences, which
is used in the next canputation phases searching for new better altermatives. During
the search of the best preferred altermative in these methods it is assured that the DV
optimizes an explicit value (utility) function or that by learmiing during the search
process he/she tries to satisfy to the highest degree his/her aspiration concerming the
values of the separate criteria (the aspiration leel of tre criteria) . Convergence of the
solution process is presured in both types of methods. Mathematical convergence of
the camputiing process is ensured in the First type of methods cal led *'search - oriented
methods™. In the second type of methods, named **learmiing oriented methods™ behav-
ioral or inturtive covergence of the solution process is expected, which is ensured by
the DM. In the two types of methods It is assumed that the DM can easily compare
two altermatives and iIn this way can estimate whether to prefer one of them or whether
the two are equivalent for hinvher (indifference). Because of the fact when solving
MOMP problems the purpose is the find the best preferred solution, MOMP prob-
lems can be called continuous multicriteria choice problems (CMCCP).

The problems of MCDA can be classified in three main groups. The best pre-
ferred nondaminaited altermative is searched for in the first group of problems (dis-
crete multicriteria choice problem— DMCCP). In the second group of problems,
ranking of the nondaminatted altematives is established, starting from the best to-
wards the worst one (ranking problem). In the third group of problems the set of
altermatives is divided into separate groups (sorting problem). The MCDA problems
ustally contain a finite nurber of altermatives and criteria, but they can be of consid-
erable nurber as well . When the altermative nurber is large, the DM can hardly
perceive these altermatives as awhole, which mekes these prablens relatively close to
MOMP problems. When the criteria number is large, the DM cannot perceive these
criteriaas awnole either, particularly when sare of them are contradicting. That is
why some procedures (techniques) are included in the main MCDA methods, which
compare two nondominated altematives based on preference information set by the
DM or more exactly based on DM preference model . Two types of DM preference
models are used in the main MCDA methods. The First type of a preference model
enables the comparison of every pair of altermatives. This type of a preference model
is the utility function. The main methads using this type of DV preference model to
different extent are the nultiattribute utility theory methods and the analytical hierar-
chy process methods (see [2, 3, 4, 6 and 14]) . The second preference model allons the
existence of incarparable altermatives, when the preference information ootained by
the DM is insufficient to determine whether one of the altermatives is to be preferred
or whether the two altematives are equal for the DM. Such a preference model is the
outranking relation. The methods using this type of a preference model are called
outranking methods (see [1, 11, 12 and 13])-

In order to solve multicriteria choice prablems with a large nurber of altema-
tives and a small nunber of quantative criteria, which can be regarded by the DV
as problems close to MOMP problems, the so called "optimizationally motivated'
interactive methods, inspired by MOMP methods, have been suggested. (see [5, 7, 8,
9, 10, 15 and 16]) -Because the DM is engaged in the interactive solution process, this
cregtes difficulties comnected wirth:

o the desiign of user-friendly procedures. As the DM is responsible for the final
solution, it is desirable that he/she is able 1o, to sane extent, conpreherd the probllem
and these procedures 1o have confidence in the qual ity of the sellected solution.

o training the DM in solving the problem especial ly with a large nurber of alter-
raetives and ariteria. This refers to the relative inportance of the ariteria, the possibili-
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ties for carpensation, scaling effects, arplitude of deviations anong the criteria val-
ues and others

The paper offers leamiing oriiented interactive methad designed to sohe nulticiteria
choice problems (MCCP) with a large nurber of altermatives and a small number of
quantative criteria, which is similar to the above given ogptimizational Iy motivated
methods and is inspired by MOVP method, published in [17, 18]. In this method the
DM interference is considerably decreased. This is achieved introducing two main
alterations. The first one consists in the fact, that to inprove the altermative currently
found, the DM is dbliged to give desired values of some criteria, desired directions
of other criteria alteration and preservation of the current value for the rest. The
second change is that the DM is provided with a few (sometimes only two) close or
conparable altematives for canparison. In thisway he can take into consideration
more definitely and realistical ly the criteria inportance, their correlation, the possi-
bilities for corpensation anong them, as well as 1o estinate better the criteriavalues
in the altematives being compared. Besides this, taking into account the current
preferred solutions at each iteration, the DV can carpare the distributed alterma-
tives also. In thisway the interactive method suggested enablles also the conbination
of efficient search and DM"s learming in the set of the nondaninated altematives.

The paper is organized in the folloving way. Some notations and definitions are
introduced in the next section. A general description of the method is given in
Section 3 and 1ts algorithm scheme is shown in Section 4. An illustrative exanple is
represented in Section 5. The advantages of the method are summarized in the
Conclusion.

2. Preliminary considerations

The discrete nultiple criteria decision amalysis problem is defined as follons: Given a
set | of n (31) deterministic altermatives ad a set J of k (2) quantitative criteria, wve
define an nxk decision matrix A. The element a,; of the matrix A denotes the evalua-
tion of the alternatives i <1 with respect to the criterion jeJ. The vector
@,.a,, ---,3) sostte evaliation of altermative el with respect to all the criteria
in the set J. The colum vector (alj, . au.) gives the assessment of all the
altermatives inset | for ariterion j J. The dbjective s 1o search for a non-daninated
altermative that satisfies the DV mostly with respect to all the criteria sinulta-
reausly.

The altermative i <1 is called non-doninated if there is no other altemative
s el for which a;=a,; forall jeJ andasj> a_u_forat leastoe j €l.

Becalse it is aamparatively sinple to identify dominated altermatives, inthe rest
of the paper, we shall assume that matrix A cortains only nondominated altermatives.

A current preferred altemative is a non—-dominated altermative chosen by the
DV at the current iteration. The most preferred altermative is a preferred altermative
that satisfies the DV to the greatest degree.

The reference neighborhood is defined by current preferred altemative, the
desired changes in the criteria values of sore of the criteria and the desired direc-
tions of change of a few of the remaining criteria as specified by the DM. The
desired changes in the criteria values are the amounts by which the DM wishes to
increase criteria conpared to their values in the current preferred altermative. The
desired directions of change of the criteria are the directions in which the DM
wishes to Improve or worsen the criteria with respect to their values at the current
preferred alterrative.
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A acurrent ranked sample of altermatives is a subset of the nondominated alterma—
tives that includes the aurrent preferred alterrative ad (I - 1) altermatives (I being set
by the DV), that belong to the reference neighborhood and which are obtained after
a discrete gptimization scalarizing prablem is solved.

3. Method description

The idea of the method presented is o generate at each Iteration iter a ranked set
M={i, i,, ..., i }of altematives, the first altermatave being the aurrent preferred akter-
native and 1 being the nurber of generated altermatives which the DM iswilling or is
able to evaluate at the this iteration. The DV has to estimate the relatively close
altermatives and to choose one of them either as a current preferred or as the most
preferred altermative. In the second case the discrete nulticriteria doice problem is
solved. In the first case the DM sets the desired changes of the criteria (desired
values or desired directions for improving(relaxing)) in order to search for a new
better altermative in the reference neighborhood of the current preferred altemative.

Let h denotes the index of the current preferred altemative. Let us introduce
the folloving notattions In relation to the current preferred alterrative:

K>UK; is the set of indices jeJ of the criteria for which the DM wishes to
increase their values compared to their values in the current preferred altermative,

where:
K> — the set of indices of the criteria jeJ that the DM wants to improve by
desired (aspiration) values A

K. — the set of indices of the criteria jeJ that the DM wants to inprove and for
which he/she s able to provide only the desired dhanges in direction;

KUK~ - the set of indices of the criteria for which the DV agrees to
deteriorate their values carpared to their values in the current preferred altermative,
where:

K: is the set of indices of the criteria jeJ that the DM agrees the values of the
criteria to be deteriorated by no more than 83

K —the set of indices of the criteria jeJ that the DV agrees 1o be worsened;

K? —the set of indices of the criteria jeJ inwhich the DM is not interested
oconceming alteration at the moment and these criteria can be freely altered;

%.— the desired (aspiration) value of the criterion with an index

q]j _: a'hj_+ Ahj_; J (_:_KhZ o _

a,, — the value of a criterion with an index j K= in the current preferred
alterrative;

A, — the difference between the maximal and minimal value for the criterion
with an index j;

A; =max a;; - min a;

iel iel
TresetM=(,---, 1,) is aonputed solving the folloving discrete scalarizing prob-
lem:
O _ ]
min S(i, h) = min{max[max(g; —a,/A; , max((a,;—a;)/A; 1 +max (a;—a,)/A; },
iel iel IS JeluKs JeK;?
aubject to
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3;> 8, J €K
aij2 a, _6hj > 3 eKr-

When solving a discrete optimization problem S the value of S(i,h) is computed
for all altermatives for which the conditios 8,> g, J €K, ada;>3g, -3, J K5, are
satisfied. The function S(i,h) denotes the distance between altermatives 1 and hwith
respect to the "modified"’ Chebychev norm.

4. The algorithm scheme

On the basis of the discrete optimization scalarizing problem S an algorithmic
scheme can be designed for solving discrete multicriteria choice problem with a
small nurber of quantitative criteria and a large nunber of altermatives. At each
iteration the DM has the possibility to estimate a small (specified by the DVM)
ordered set of altematives dotained by solving the scalarizing problem S. These
altermatives belog to the reference neighborhoad of the current preferred altermative
defined by the local preferences of the DM. They are to some extend close to the
current preferred altermative. Thus in the learming process and after that the DV can
take 1Into mind such factors that can be hardly formalized.

The main steps of the algorithm are:

Step 1. Reject all dominated altermatives and define the decision matrix A. Set
iter = 1 and ask the DM to choose an initial preferred altermative, denoted by h.

Step 2. I the DM wants to store the current preferred altermative h, check if it
has been saved before. If "ot’” — add h to LIST- a set of stored preferred altermatives.

Step 3. Ask the DM to define the desired change of the criteria values with
respect to the current preferred altermative h. Ask the DV to specify a parareter |
— the number of generated altermatives he/she would like 1o see in the next iteration.

Step 4. Define the paraneters K-, K>, K<, K=, K, @J. . A andéshj of the discrete
optimization prablem S, solve It and determine the current ranked set of altermative
M.

Step 5. Present the set M to the DM for evaluation. 1T the best compromise
altermative has been found- Stop, otherwise —update Iter == iter + 1.

Step 6. 1T the DV selects the new current preferred altermative- assign it to h
and go to Step 2.

Step 7. 1T the DM vants to retumn to one of the stored altermatives —assign the
selected stored altermative to h and go to Step 3.

Remark. The rejecting of dominated altermatives is done once they are known in
the initial phase of the algoritim [15]. Their camplexity is measured by O(k?).

5. llustrative eample

In order to illustrate the method proposed we shall use an exarplle with 5 altermatives
and 3 quartative criteria, inwhich the dominated altermatives are apriori removed
fran consideration. The decision matrix A has the type as in Table 1.
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Table 1

i 1 2 3
i

1 2.0 15 65
2 25 20 45
3 18 27 55
4 2.2 18 6.0
5 23 21 5.0
A 0.7 12 2.0

We are looking for a maximal value of each of the criteria. We choose 1I=2 as
an initial preferred altermative, for which the First criterion has maximal value.
iter =1, h=2, I3.

For each one of the criteria the DM sets his/her wishes concemiing their values
alteration with respect to these for altermative h=2. Deterioration by no more than
0.5 units is feasible for the first criterion K= {1}, 5, =0.5; for the second
criterion no alteration is defined — K° = {2}, and he/she wishes 1o improve the third
one- K~ ={3]- In conformance with the parameters thus set, scalarizing problem S
is stated and solved (Teble 2).

Teble 2
i 1 2 3 4 5
S (D) 0266 | * = | 0| 0.0

* —current preferred altermative

**_ the constraints of scalarizing problem S are not satisfied for this altema-
e

M={2, 4, 1}.

The DM chooses altermative 1 =4 as a current preferred altermative from the
ranked set M, h=4 and 1=3. At the next iteration iter = 2 he/she sets again his/her
preferences for alteration of the criteria values campared 1o those of altermative h=4.
For the first criterion — feasible reducing K ={1}, for the secord criterion a desired
value is a, =20, K ={2}, and there are no requirements tosards the value of the
third criterion K°={3}. Scalarizing problem S is again formed and solved.

Teble 3

i 1 2 3 4 5
sGH | o046 | 0 |os51| * | -008

HereM={4, 5, 2}.
The set M is represented to the DM for evaluation. He/she chooses 1=5 as the
best compromise altemative. This concludes the algoritim functioning-
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6. Conclusion

An gptimizational ly-motivated learming-oriented interactive method for solving a class
of discrete multicriteria choice problems with a large nunber of altematives and a
small nunber of quantative criteria is proposed. The method enables the DV to evaluate
systematical ly and successively the set of the altermatives. The method proposed has
saveral advantages:

— It is easy 1o understand and relatively sinple to use;

— 1t is flexible as it alloas the DM 1o provide the information with which he/
she feels comfortable;

— It gives possibility to the DM at each Tteration to compare quite close
altematives, which does not engage hinvher too much, but enables the more realistic
accourtt of his/her preferences.
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ONTYM3ALIMOHHO MOTUBUPAH MHTEPAaKTUBEH METOJI 3a pelaBaHe
Ha KJIaC IMCKPETHM 3alauMl 3a MHOT'OKPUTEPMAJIEH 1300p

MaprigHa BacuieBa

UHCTUTYT 10 MHPOPMALIMOHHN TexHoJsormi, 1113 Cogusa

(Pe3wnoMe)

B crartuATa e NpenjyioXeH ONTMMM3AaLVMOHHO MOTMBMUPAH OPMEHTUPAH KBM
oOydeHMre MHTEePaKTMBEH METOI 3a PellaBaHe Ha 3alauM 3a MHOT'OKpUTepMaJleH
n300p Npu 3analeHy T'oJjiaM OpoV aJITEPHATHMBU U MaJI'bK OpPOM KOJIMUEeCTBEHU
KpuTeprm. Ha BCsKa UTepalms JMIETO, B3eMallo pelieHre (JIBP), MMa BB3MOXHOCT
Ia 3aIJaBa CBOUTE JIOKAJIHU [MPENIIOUUTaHMA [10 OTHOIEHVE Ha XeJIaHUTE IONOOpeHS
WM BB3MOXHUTE BJIOLIABAHUSA Ha KpuTepunTe. Ha OCHOBATa Ha TasM JIOKaJlHa
nHQopMalLusa, 3azabaHa OT JIBP, ce KOHCTpyupa OUCKPETHa ONTVMMU3ALMOHHA
ckajlapusupalla 3amada, C I[IOMOUTa Ha KOATO Ce Iojlydaba [NOOpeneHO
[IOIMHOXECTBO OT CPABHUTEJIHO OJIM3KM aJITEPHATMBM. TOoBa MNOAMHOXECTBO €
npencTaBsaHO Ha JIBP 3a m300p Ha HaM-NpelnouMTaHaTa ajiTepHaTMBa MM 3a
3aJaBaHe Ha HET'OBUTE HOBU JIOKAJIHU ITPOSONOUMTaHMA .
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