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Aostract: A suney is dore of Pareto gotimal solutios of multicriterigprablens of floas in
a network. An algoritim is proposed that finds solutions when the decision meker (OV)
sets a requirerent about the crirteria upper limit. Amalysis of the approach suggested ad
the results dotained is represented.
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1. Introduction

Let the network G={N,U} consists of a set N of n nodes and a finite set U of m
directed arcs (1, J), 1, j € N. There aredefired k “‘costpararetersa.", rel , were I,
is the set of natural nunbers fran1 o k, \/\hid”lareassociated\/\/imeai1arc(i,j)- The
Flovon the arc (1, j) is designed with X(i, J)=x;- The nulticriteria flov prablem (VOF)
may be stated as folloas:

MCF: mire ©,09> 4695 --- » 4
subject to

(v ifiss,
(€)) Yx,-Ix, = 10 ifkst

JeN© jeN | v ifi=g
@ O<x;<c, @@, De,
where s is the source node and t is the terminal node (the sink),
900 =28;"x%;,
@, DU
V<V,
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and v* is the value of the maximal flow. The set of constraints (1) — (2) determines the
set of feasible solutions X. The functions g, are called criteriaor dojectives.

The requirement v < v* adds in fact one more criterion to MCF prablem, that is
why It can be avoided introducing the arc (t, s), the first ad the last of the constraints
(@D being replaced correspondingly:

Nxsj ~%s =0,

Je
2 X¢ — % =0.
ieN

At such a configurattion of the network and a non-zero fllow in It, the basis of the
prablem corresponds to spanniing tree T, which always contains the arc (L, s)- Since T
is a network structure, which does not include cycles, the set of iIts remaining arcs
defines the autting set (X,X) In G. The pivoting of a new arc in the basis causes either
a change in the cut, or a change in the elements of any of the sets X or X. A flow
x= {xu_1 (,))<U)}, ¥eX, is a Pareto—optimal feasible solution or flow (P.o.), if from
the inedjalitygi(x) <g0(), iel , for sme xeX, itfolloss that x=x'.

When k=1 the problem is reduced to the single criterion problem for min-cost
flow (MF). This is a linear programming problem in general and some polynomial
algorithms exist for i1ts solving. The efficiency, the efficient data support of these
algorithms are due to the unimodularity of the constraints matrix. That is why the
Flow problems are distinguished in the class of the linear programming problems.

When k=2, methods for solving bicritera flow problem (BCF) are developed in
[2, 3]- The idea of the algoritim in [3] is described in the next section.

The problem MCF is a multicriteria linear programing problem. The methods
for solving this class of problems can be goplied to 1t. In [1] a network specializa-
tions of the primal sinplex nulticriteria algoritims is developed.

The advantages of the properties of pure network models are used in solving
MCF with preemptive priorities, assigned to the dojectives. In this case the criteria
are previously ordered by the decision meker according to their importance. The first
criterion is the most inportant, the second - less then the first, the third - less tren the
second and so an. It is proved in this case that there exists a scallar W > 0 such that for
any M> M, asolution xX* is a preenptive optimal solution ifand only if it solves the
problem

min 2 M<'g,

iel

i.e., It isanP.o. solution. In [4] this problem isworked out solving a sequence of
single criterion flow prablems, optimizing the criterion of highest priority over an
appropriately modified network, then minimizing the next in order criterion over a
network modified again and etc.

In many cases the finding of ef.s. is performed by solving single criterion
problems where the set of the constraints of the MCF is enlarged by additional
constraints, which are linear constraints in the case investigated. These methods
destroy the unimodular structure of the original matrix of the constraints. Adapta-
tions of the simplex methods, which use the properties of the embedded network
structure are designed in [5] ad [6]-

2. Setting the prablem

In a ot of the cases of nulticriteria prablems solving, the decision maker sets the
condition to dotain a solution, inwhich the values of the criteria have real practical
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sense — for example path length, value, tine, etc., and are within definite limits, i.e.:
g®<b,, icl , st xeX

These constraints are defined as equalities in the folloving way: the set of the
retwork arcs is enlarged by tre arcs (t, s),, i€l , 1.e. — x innurber arcs from the sirk
node to the source node:

g +x (G, Y, =b,, Icl, s.t. xeX.

Statement 1

In [3] an algoritim finding basic P.o. solutions of BCF problem is described. The fact
is used that the P-o. basic solutions X' can be ranked according to the increasing value

ofg(¢), sotret:
g )< 0<g )<...,

(©)
g, 6)>g,0)>g,() > ...

The solution X is adjacent basic solution to X! and x*.

The adjacent basic P.o. solution can be determined from a basic P.o. solution
investigating the reduced cost matrix CR associated with this solution. A colum
vector CR(, j) of dimension 2 in (R, associated with a nonbasic arc (i, j) is called
effective If (R(I, J)=0 ad if there exists a vector of weigts A = (1, 1), such thatt
() ACR>0 and ACR(i, J)=0.

Let U'(@) and LA(i) be dual variables (potentials) associated with a node 1 for the
first and the second objective functions respectively. The potentials of node j, the
ending node of the arc (i, j) in the spanning tree corresponding to the basic P.o.
solutions, are determined by the equations

u@) =u(ta,’,
() = w(i)+a, 2.
For each arc (i, j)<U, the vector (R(i, j) is determined as folloas:
R@A, P=u@® -ud)ra,;',
CRGi, j)= (@) - (G) -

Moving from X to X2, in order to obtain the basic tree associated with X, we
rrustremoveanarcfromﬁ\etreeTp corresponding to X and pivot another arc. The
appropriate arc to enter the basis is that arc which results in minimum increase of
the first dbjective for a unit decrease in the second objective. To satisfy () the
potentials of this arc nust satisfy the inequalities

CR(1, j)>0,
CR(i, J)<0.
e determine the function d(i, j) on the set of nonbasic arcs as follons:
(IR, D 7RG, DI iR, j)>0and R(, O,
da, p= 1
| « otherwise.

The arc (p, ) to be pivoted into the basis corresponds to the d(p, ) value for
which
(©) d@,D =min{d(1,j) 7 (i,J)eUad is a norbasic arc}-
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The components of vector A corresponding to the basic ef.s. are determined as
follons
A, =d@,D 7 (4@, D),

(©)
A, =1/, D).

In order to dotain the new basic solution, on the c,yclecsp(p, 1), formed by the arc
(p,D ad T oriernted according to the arc (o, 1), ifxu.:Oard in the goposite direction -
if c,;=x;;, the values ¢ = min (c;; -X;;) for forward arcs of the cycle and
g,=min X5 for backward arcs and the valuee= min (¢ , ¢,) are determined. We change
the flow along the cycle by g T, is changed to T by determining the leaving arc and
pivoting (p, ). The potertials of the nodes of the network are adgpted.

The first basic P.o. solution is defined solving the prablem of minimal flow ina
network with an objective function (1 —o)g, + ag,, where o, approximates 0 and is a
positive nurber.

Statement 2
Another property that will be used by the future considerations is the theorem proved
in [3], which states:

Let for a multicriteria problem with k dbjectives g;(X), i<l , the numbers 2,
icl, , bearbitrary nomegative nurers, the sum of which is 1. Then a P.o. solution of
the bicriteria retwork flov problenwith two dojectives T A, g, ad g is aP.o.

el

solution of the given k-crirteria problem and the reverse.

Statement 3

In [2] the properties of a flow in a network are discussed, when besides the constrairnts
on the arcs capacity, x in number additional linear constraints are added, their left
sides being linear carbirations of the flons on arcs sets ard let the matrix A of these
constraints be of rank k. Let f be a flow, which is a basic solution of the prabllem set
and f(m,o) is Its decomposition in paths p and cycles o of the network. In the case
when the arc (t,5) is included in the basis, the flow is decanposed anlly with respect to
the gcles o = {o,: i1, ..., m}. Let A@) =|a (d,0,)| denotes the constraints matrix
when the flow of this type is fomulated in terms paths-cycles. The elerent a(j,c,) isa
sum of the coefficients in function g, of the arcs of thiscycle, multiplied by 1or -1,
depending on the orientation of each ore of these arcs with respect to the cycle orien-
tabo.

In the case when the arc (t, s) is included in the basis, the flow is decamnposed
with respect to cycles only. It is proved that A, o) hes a rark k, i.e. a spanning tree
oorresponds to the basic P.o. solution T plus some arcs of the network the number of
which is k, or k cycles formed by those k arcs and the spanniing tree.

Statement 4

Let x be a P.o. solution for a BCF problem. Then in the network there is not cycles
wirth negatiive cost wirth respect to the second dbjective which cost is zero for the first
Description of the algoritim

Deriving fram statements 1-3, an interactive algoritim is proposed, with the follov-
ing gereral description: besis P.o. solution. is determined at the first rteration, for
which the first and the second abjective functions satisfy the conditions set by the DV.
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At each following iteration p such basic P.o. solution is determined, for which the
criteria (ptl) satisfies the constraint on its value solving a bicriteria prablem of a
network flow. The first criterion of this prablem is a linear canbination of the linear
functions of the first p criteria, located within the required bounds, and the seeond ae
— pHl-st criterion.

Algorithm description:

Iterationl. The following BCF problem is solved with the help of the algoritim de-
scribed in the Statement:

Min( 2 alx ,> a?x),

TR T
@,V (CHHEY
stxeX

As a result of the solutiion besic P.o. solutions are dotained, for which the values
of the two dbjective functions are ranked as above:

g, ()<, GO<... g CO< ...,
g, &X>>g,()>-.. g, 6> ...
Let T, denotes the spanniing trees corresponding to the P.o. X'
1. ITx? is readhed, for vwhich the coditions

O g <badg (®)<h,

are satisfied, the nurbers A ' and A.' are defined from (6) and the dbjective function
G,, which is minimized by xPex is formulated as a linear combination of
g +x(s,0,=b adg, +x(s,0,=b, with coefficients ' and )..'; x denotes the flow,
corresponding to the basic solution. Iteration 2 is executed.

2. In case X is obtained, for which the conditions g, (x°)> b and g, (x°)> b, are
satisfied uder the condition thait for g (¢ )< b and g, (¢ )>h,, anobesic arc (i, J),
is searched for the spamning tree T, for which

)] OR(i, J) <0 m CR'(T, J)-0.

The flow along the ¢yclle formed by the arc (i, J) and spaning tree T, is altered.
The procedure continues till a nonbesic arc satisfying (8) is dotained. The flow corre-
sponding to the basiic sollution is denoted by x . I conditions (7) are satisfied for the
current solution, the algorittimgoes to step 1. Otherwise, go to step 2 or ifall the
nonbesiic arcs are tested the prablen of finding P-o. solution, for which the dbjective
functions are within the searched bounds, has no solution. It is necessary the DV to
change his/her requirements.
Iteration g- 1. IT gk, end of the algoritim. Otherwise the bicriteria flow prablem
BCF is considered:

Min (Gq ,gqﬂ) s.t. xeX,
where G, =X A, g,.
ielq_1

Ifg., () <b,,. the next objective function is regarded and so on, until such
ore is reached exceeds its ugper limit and it becaomes the second criterion. Otherwise
—the algoritim ends.

The algorithm for solving BCF is applied. When passing from one to another
P.o. solution an approach different from the described in statement 1 is applied to
alter the flow and hence way of determining the new basis.

Let the arc (i, j,) le the nonbesiic arc forrwhich condition (5) is satisfied. This arc
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is determined to be pivoted into a besis the spamiing tree of which is T.
2. With the purpose to pass to new basic P.o. solution of the bicriteria problem, not
altering the values of the first g criteria already determined, a system of g in nurber
lirear equations o, , - . - .o, are solved, the left sides of which are defired on cycles cre-
ated by the current besis of the problem. Let thre arc (i, j,) ad T form the cycle Oa-
Then the system acquires the following form:

a(l,o)y, *+...+a(l,c)y ~all,o,,),

a(@o)y, +---+a(, s)y,~a@o,,,)-
The solution of the system is unique, because det |A(i,c) |£0.
Each basic arc (1,]) is assigned the value y (1, J)=Y,, If (i,)) ec, . We defire
Y., (1, 3,)=1 ad change the flow along the arcs (1, j) of thegcles o, ..., G,

a1

x. =X +0 Ty @, j),

L] L]

where 0 Is determined by the correlations computed on the basic arcs (i, J):

6, =miIN(C,y ;=X o» MIN (G, —% WZY,(1.3), min X2y (1.1))),
Sy, (i,§)>0 2y, (i,i)0

ifthearc (i, j) isaforvardarc for trecoclec,, -

0,=MiNGK, ., Min (G, X W2y, G.0), min /2y, G.D)),
Zy, (1,)>0 Ly, (1,5)<0

ifthearc (i, J) isabedvardarc for trecyclec,,
0=min (0,,6,).

Tre arc (i, j.), forwhich 6 is reached, leaves the besis, ad tre arc (i, j) Is
introducd in it

If there is a nonbasic arc for which a(g, ¢,,,)<0, wherec_, is the cycle formed
by this arc denoted by (i, j,) and the new spanning tree, gotoﬁlestepz-
In case X is readhed, for which the conditions

) g, & <b_,,
are satisfied, the nurbers ) and 2.7 are defined from (6) and the dbjective function
G, minimized by xPex is stated as a linear combination of G and g, and with
coefficientsi? ad 1.7 The fllow corresponding to the basiic solution is denoted by X,
The potentials of the nodes of the network are altered. q:=g+1 is set and the
Iteration g is executed.

3. Conclusion

The paper makes a surnvey of the gpproaches thatt seek for P.o. sollutions of nulticriteria
problems of flows in a network considered by the author. An algorithm is proposed
to find such solutions when the DM sets the requirement for upper limit on the
criteria. The main idea of the approach suggested is to determine a sequence of
basic P.o. solutions of bicriteria prablems for a network flov. The First one of the
criteria is a linear carbination of the criteria that are already within the Timits re-
quired, the secod ore is the next crirterion that is to be inproved. The P.o. solutions
found are not integer at integer data of the problem studied.
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[lonxon 3a HamMupaHe Ha [lapeTo-OonTyMasiHY peleHMs
PV MHOT'OKPUTEPHMAJIHY 3a0aul 3a [IOTOLM B MpEXa

Maprana HukosioBa

UHCTHUTYT 110 MHYOPMALIMOHHY TexHojgorm, 1113 Cogusa

(PezomMme)

B craTuaTa e npencraBeH 0030p Ha [lapeTo ONTMMAJIHM PEMEeHUS [IPY MHOT'O—
KPUTEPMAJIHY 3allault 3a [IOTOLM B Mpexa. [IPeIJIOXeH e aJll'OPUTEM, [IPU KOMTO
JMIETO, B3eMallo pelleHre, NOCTaBs M3MUCKBaHe 3a I'OpHaTa I'PaHMIa Ha KoUTepuTe .
HampaBeH e aHaJIM3 Ha NPeIOKEHMs [OOXOI M Ha IOJIydeHUTe pesyJITaTH.
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