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Abstract: The Job Shop Scheduling Problem (JSSP) attracts many researchers due 
to its combinatorial nature and its discovery in numerous practical applications. This 
type of problem is characterized by high computational complexity; therefore, 
solving large-sized problems is not accessible with exact optimization methods. Very 
often, real JSSP problems can be presented as Flexible Job Shop Scheduling 
Problems (FJSSP). For these problems, there are single-criterion and multi-criteria 
mathematical models. On the other hand, the ways to solve this type of problems 
include exact methods and heuristic or metaheuristic algorithms. This paper the aim 
to review the progress of research in the field of solving FJSSP over the last 10 years, 
as well as to show current trends for future scientific developments in this area. 
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1. Introduction 

Usually, the JSSP considers a set N of n jobs, N = {N1, N2, ..., Nn}, and a set M of m 

machines, M = {M1, M2, ..., Mm}. The job i consists of a set of ni operations in a 

determined sequence, denoted by Oi;j (i = 1, 2, ..., n; j = 1, 2, ..., ni ), where i is the job 

number and j is the number of the operation in this job. The operation Oi;j should be 

processed on one predefined machine Mk  M. The processing times for each 

operation Oi;j on a given machine – ti;j,k , are predefined. In the real world, very often 

a production flexibility is desired and necessary. Many real-world problems can be 

formulated as flexible job shop problems [1-3]. Different variants of these tasks are 

known, especially concerning optimization criteria and the initial and/or final 

conditions for the execution of the jobs or the machine park description. For this 

reason, the class FJSSP is а broader class of problems, compared to the classical 

JSSP. The Flexible Job Shop Scheduling problem is a complex scheduling problem 

that extends the classic Job Shop Scheduling Problem by introducing flexibility in 

the assignment of operations to machines. Each operation in a job can be processed 

on multiple machines, each with different efficiencies or processing times. More 
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precisely, each operation in the FJSSP is performed on a machine Mk from the subset 

Mij of machines Mk  Mij, where MM ij  .  In case that MM ij  is fulfilled for at 

least one operation, there is available a Partial flexibility FJSSP (P-FJSSP); and when 

Mij  M for each operation, there is Total flexibility FJSSP (T-FJSSP). The goal is 

typically to optimize objectives like minimizing the makespan (this is the maximal 

completion time), total completion time, or tardiness, while adhering to constraints 

such as machine availability and operation precedence. 

Several different criteria can be defined for FJSSP [4]. They can be classified 

into three groups depending on the parameters with which they are measured: the 

times when the execution of the jobs according to the schedule is completed, the 

predefined times for the completion of the jobs and machine load and usage estimates. 

The first group includes criteria based on the time determining the completion 

of the execution of the jobs:  

1. Maximum time to complete the execution of all jobs in the schedule 

(makespan) –  }{max
,.1
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nj
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2. Maximum time that the jobs must wait for the start of processing, 
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where jr  is the readiness time of the job jN for processing, jp  is the  execution time 

of job jN ; 

3. Maximum time between the entry and completion of the jobs (flow time),  
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4. Estimates of the total times, average times, or if weights are set for each job, 

and weighted total or average estimates of the above times for all jobs in the schedule 

are also used. 

The second group includes criteria based on the use of machines or equipment, 

which criteria must be minimized: 

1. Average number of jobs/operations that have been waiting for a machine to 

be released, wN . 

2. Average downtime of machines, I . 

3. Maximum downtime of any of the machines, maxI . 

4. Average evaluation of machine utilization, 
= =

=
m

i

n

j

ij

mC

p
U

1 1 max

, where ijp  is 

the execution time of operation Oi;j. 

The third group combines criteria based on the set times for completing jobs, 

which must be minimized: 

1. Maximum deviation of the completion time of jobs from their preset time in 

the schedule, }{max}{max
,.1,.1

max jj
nj

j
nj

dCLL −==
==

, where jd is the planned time for 

completion of the job jN  (due date); 

2. Maximum delay time of completing jobs in the schedule,  
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3. Maximum time of early completion of jobs compared to the preset time in the 

schedule, },0{max}{max
,1,1

max j
nj
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4. Estimates of the total above times, average times, or weighted (if weights are 

set for each activity) total or average estimates of the above times for all jobs in the 

schedule are also used. 

Predefined evaluation functions of the various parameters can also be used as 

criteria [5, 6]. A broad overview of solution techniques (exact, heuristic and 

metaheuristic) is presented in the book [5], and it is useful for understanding the 

landscape of job-shop scheduling research. Other surveys on methods and algorithms 

for scheduling and flexible scheduling problems are [7, 8, 59]. Exact methods and 

heuristic algorithms for different scheduling problems are considered in details in the 

book [6]. It focuses more on presenting scheduling algorithms and evaluation metrics 

rather than a specific problem on the topic. The book outlines several types of 

evaluation functions commonly used in job-shop scheduling, such as: 

• Makespan Cmax (the total time to complete all jobs); 

• Total tardiness (total delay from due dates); 

• Total completion time; 

• Flowtime (total time a job spends in the system). 

These evaluation functions are used to assess the quality of scheduling solutions 

and can be incorporated into various scheduling approaches, including exact and 

heuristic methods. 

It is proven that JSSP is a NP-hard optimization problem [9]. FJSSP as an 

extension of JSSP is also NP-hard [10]. Multiple objective FJSSP is also NP-hard 

[11]. 

2. Exact methods 

These methods guarantee optimal solutions but they are computationally expensive 

for examples of large size, due to computational complexity of the problems  

(NP-hard). For this reason, they are unattractive for solving problems in a real time, 

and are not applicable for large-sized tasks. They are useful when the time for 

problem solving is not restricted. Also, the optimal solutions generated by the exact 

methods can serve for comparison with the solutions received by approximate and 

heuristic algorithms when an evaluation of their solution quality is necessary. 

2.1. Mixed-Integer Nonlinear or Linear Programming (MINP or MILP) 

The formulation of the FJSSP-model is in the form of a linear mixed-integer 

optimization problem. Improvements in MILP solvers have made these approaches 

more viable for medium-sized instances. Several research works that focus on MILP 

formulations and techniques for the FJSSP are [12-20]. The work [13] discusses real-

world applications and integrates insights on flexibility in scheduling. Paper [14] 

proposes a MILP model for FJSSPs with separable sequence-dependent setup times. 
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This model is very economic because the number of constraints and the binary and 

continuous variables is greatly reduced.  

Paper [15] is a study of energy-aware FJSSPs. In these problems, a shutdown 

(on/off) strategy is applied when the idle time for the machine(s) is too long. The 

authors propose a MILP model. The goal is to minimize makespan and total energy 

consumption. The MILP model is a development of the models of Choi and Choi 

(2002) and M e n g  et al. [37]. A constrained programming model for the same 

problem is also formulated. The experiments show better performance for CP. 

Two exact approaches – MILP and CP are proposed for solving FJSSPs with 

partial or total flexibility in [16]. The objective is to minimize the total completion 

time. The efficiency of the methods is tested on a large set of instances. In particular, 

the CP approach outperforms the MILP approach for large-sized instances. The work 

[17] presents a MILP model tailored to FJSSP without setup and transportation times. 

The objective is makespan. This model is more compact in comparison with the 

model proposed by Özgüven-Özbakır-Yavuz (2010) and it proposes better 

performance. An innovative MILP formulation that may improve computational 

efficiency compared to traditional methods is proposed in [18]. This study is focused 

on solving specific FJSSP challenges. The MILP model proposed in [19] incorporates 

sequence-dependent setup times, making the model more realistic for industrial 

applications. It enhances the ability to handle complex scheduling constraints. The 

disadvantage of this model is that its computational complexity increases due to the 

inclusion of setup times. The MILP model in [20] integrates tool assignment into the 

FJSSP framework, addressing a critical aspect of real-world scheduling. This study 

provides a detailed and flexible approach to solving complex scheduling problems. 

One disadvantage of the model is that the tool assignment adds additional constraints, 

increasing computational demands. Also, it may require additional domain-specific 

customization for practical applications. 

In [21], several MILP models are proposed for solving “Distributed” FJSSP 

(DFJSP) with one objective – to minimize makespan (maximum completion time). 

The first model is called a sequence-based model. It is an extension of the MILP 

model for FJSSP proposed in Roshanaei-Azab-ElMaraghy (2013). This model 

introduces three decision variables: for the precedence relationship between two 

operations, for machine selection, and factory selection. The second model is called 

a position-based model. It is based on the ideas presented in Naderi-Azab (2014) for 

solving the Dynamic Job Shop Scheduling Problem (DJSSP) and in Fattahi-Saidi 

Mehrabad-Jolai (2007) for solving FJSSP. This model introduces a position decision 

variable for machine selection and sequencing problems. The third model develops 

the idea for time-indexed modeling following the ideas in Matta (2009) – MILP 

model for MultiProcessor Open Shop (MPOS) scheduling problem, and [26] – MILP 

model for Energy-Aware Scheduling (EAS) problem. This third model introduces 

two time-indexed binary decision variables to determine the machine selection 

problem and the sequencing problem. Another important parameter is max planned 

time. The number of constraints and the number of variables depend on this 

parameter. The fourth model is called the adjacent sequence-based model. It develops 

the ideas presented in Naderi-Azab (2014) – MILP model for Distributed JSSP and 
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Mousakhani-Morteza (2013) – MILP model for FJSP. An adjacent precedence 

decision variable is introduced to define precedence between two adjacent operations 

on the one machine. A lower bound for Cmax is added to the above models according 

to the model in De Giovanni-Pezzella (2010). From the computational experiments, 

it follows that the “sequence-based MILP model” is the most efficient. 

A variant of FJSSP with several sequence-dependent constraints (setup times, 

transportation, and assignment restrictions) is solved in [22]. The objective is to 

minimize the sum of the production times of the jobs. A MILP model is developed 

and solved by the Gurobi solver. A similar problem is also solved in [23]. The authors 

consider FJSSP with sequence-dependent setup and transportation times. The 

objective is to minimize the total energy consumption, considering the turn off/on 

strategy. This criterion is nonlinear, and therefore it is linearized and simplified. In 

this way, a MILP model is constructed. It is solved by the branch-and-cut method (a 

combination of cutting plane and branch-and-bound methods) from CPLEX solver. 

The experiments show that the solving time exponentially increases with instance 

size, i. e., this approach is suitable for small-sized instances. 

Several studies consider FJSSPs with operators’ participation. A real application 

for the textile industry (sewing process) is done in [24]. A FJSSP problem in the 

MILP format is proposed with several setup times (machine-change for operators, 

color-change, and configuration-change). The objective is to minimize the total 

tardiness of jobs. The model is solved by CPLEX. It is shown that this approach is 

suitable for small-sized instances. Further, increasing the skills of operators leads to 

better solutions. Two models – MILP and CP are formulated for FJSSP, including 

machine operators in [25]. The objective is to minimize makespan. The 

computational experiments on CPLEX show that CP outperforms by speed and 

quality of solutions MILP model for small instances. It is shown also that CP 

outperforms the metaheuristic approach “Knowledge-guided fruit fly optimization 

algorithm – KF” proposed by Zheng and Wang (2016). The operators’ participation 

and the influence of the learning effect on processing times are studied in [27, 28]. 

The authors formulate FJSSP with sequencing flexibility and position-based learning 

effect. It is assumed that the precedence relations between operations are nonlinear. 

The problem is modelled as MILP and CP formats, and two constructive heuristics 

are proposed for building a feasible solution. The objective is to minimize makespan. 

Solving CP models with an exact method (CPLEX) yields an optimal solution to a 

large set of instances. Another type of integrated FJSSP (job scheduling and operator 

scheduling) is studied in [29]. MILP and CP models are formulated. The objective 

function is makespan. Accordingly, they are solved by the Gurobi solver and the IBM 

ILOG CP optimizer. Here, too, both models do not work well for large-sized 

instances, although the MILP model gives better solutions. 

A time-indexed model and competitive iterative procedure for solving FJSSP 

are presented in [30]. The model is in MILP format. The objective function is a linear 

combination of makespan and tardiness. But the experiments are done separately for 

makespan and tardiness.  The authors emphasize that the choice of an objective 

function that is appropriate for the real problem being solved is very important for 

the scheduling model. It is also shown that the time-indexed model solved with an 
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appropriate iterative method can give much better optimal solutions than other 

models, and for large-sized instances. 

A FJSSP with repeated jobs and operations is studied in [31]. The authors model 

a real-life problem for electronic components production in this form. A CP 

formulation for the problem is presented and solved by CPLEX with makespan as the 

objective function. Some seven simple heuristics are also proposed. The experiments 

show better performance of CP compared to heuristics. 

A MILP model with two objectives to minimize – makespan and carbon 

emissions is proposed in [32] for FJSSP. The model takes into account energy 

consumption and operator learning effects. To solve the model, the authors propose 

an Improved Multiobjective Sparrow Search Algorithm (IMOSSA). But the model is 

also solved by the exact method on CPLEX.  

A FJSSP with two flows of jobs is considered in [33] – direct flow from the first 

stage to the last stage and reverse flow of jobs from the last stage to the first. A MILP 

model with an objective makespan is proposed. It is solved by the exact branch and 

bound method and by the meta-heuristic Vibration Damping Optimization (VDO). It 

is shown that for small-sized instances, both methods find optimal solutions, but the 

exact method works faster. For large-sized instances, VDO has better performance. 

In the second case, VDO is also compared with a Genetic Algorithm (GA), and it 

shows again better performance. 

Paper [34] proposes a Mixed Integer Goal Programming (MIGP) model with 

two objective functions – makespan and the total machining time. The model is 

solved by applying a pre-emptive goal programming approach and the branch-and-

bound method. The experiments show that this exact approach is competitive with 

metaheuristic methods for small-sized instances. 

In [35], an extension of FJSSP is proposed. It refers to a more generalized 

representation of the precedence relation between operations forming a given job. 

Usually, the precedence relation is linear. The authors define the precedence relation 

in terms of a directed acyclic graph. Then, a MILP model is proposed. The objective 

function is makespan.  A variant of FJSP is considered in [36]. The set of work centers 

forming the shop consists of a machine set, which is linearly ordered and has 

restricted accessibility. When a machine is busy in the work center, the succeeding 

machines are not accessible. This is called FJSP with blockages. A MILP model is 

formulated for this problem, and two methods for solving heuristic-greedy method 

and the exact branch and bound method. The objective function is makespan. 

Several MILP models for solving FJSP with minimizing total energy 

consumption are proposed in [37]. They are developed by modelling idle energy 

(linear) and idle time (it is non-linear and subsequently linearized by adding decision 

variables and constraints). Three models are based on idle energy, and three models 

are based on idle time. They are studied by the CPLEX solver. Experiments show 

their advantages over other existing models. In general, computational scalability is 

a common challenge for MILP-based methods. Hybrid approaches, while promising, 

often require fine-tuning and may not generalize across all instances. 

The multiple objective FJSSP with Controllable Processing Times (CPT) is 

studied in [38]. The authors consider two objectives: to minimize “Cmax and total 
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energy consumption. A Mixed Integer Linear Programming (MILP) model is 

developed, and then the epsilon method is used to obtain the optimal Pareto front for 

small-scale instances. To obtain approximate Pareto fronts for medium- and large-

sized problems, an efficient multi-objective hybrid shuffled frog-leaping algorithm 

(MOsingle bondHSFLA) is proposed.  

2.2. Constraint Programming (CP) 

A constrained programming model is proposed in [21]. It leverages constraint 

satisfaction techniques to find feasible schedules by pruning the search space 

effectively and to find an optimal solution for large-sized problems in a relatively 

short time. It works by introducing an interval decision variable and a sequence 

decision variable [39]. Further, the CP model outperforms many methods known in 

the literature, and it is suitable for small- and large-sized problems. A CP approach 

is also proposed by H a m  and C a k i c i  [40] for FJSSP with parallel batch processing 

machines. An enhanced MIP model is proposed; to decrease decision space, several 

inequalities are added to this model, and a CP model is formulated. The testing shows 

a significant reduction in computational time and the superiority of the CP model. 

F e k i h  et al. [41] propose MILP and CP models for partial and total FJSSP. Testing 

the models shows their effectiveness and the superiority of the model for large-sized 

FJSSPs. 

A comparison of computational performance between MIP and CP approaches 

for solving scheduling problems is done by K u  and B e c k  [42]. The results show 

similar behaviour of both approaches for scheduling problems with up to medium 

size. But CP outperforms MIP for large-sized problems. 

Many authors claim the advantages of the Constrained Programming approach 

when solving FJSSP. In this regard, M ü l l e r  et al. [43] propose an algorithm to 

choose the best CP solver depending on the specific FJSSP being solved. The 

algorithm is based on deep neural networks and decision trees. Five CP solvers are 

tested, and IBM ILOG CPLEX CP Optimizer and Google’s OR-Tools are selected as 

the best ones. 

A s c h a u e r  et al. [44] suggest an approach for easier managing a “multi-

constraint scheduling task”. They consider FJSSP with “no-wait constraints” and 

“multiple complex constraints”, minimizing Cmax. The test results are promising. 

2.3. Branch and Bound (B&B) 

Systematically explores possible schedules using bounds to eliminate suboptimal 

solutions. 

A parallel “Branch and Bound (B&B) algorithm” for solving “multi-objective 

FJSSP” is proposed in [45]. Several important contributions of the method are: one 

vector presentation of the order of execution and the operation-machine allocation; 

novel grid representation of the solution space; a concurrent priority queue for storing 

the pending computing tasks (sub-problems for chosen area in the search space); 

Generalized Integer-Vector-Matrix (EIVM) representation for MO-FJSSP. The 

Pareto front of thirteen instances from the literature is computed for the first time. 

The authors consider minimizing three objectives: makespan, max workload, and 

total workload. 
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2.4. Dynamic Programming (DP) 

Breaks the problem into smaller subproblems to compute the optimal solution 

incrementally. 

Over the last decade, FJSP has been a rich area of research, especially with 

advancements in optimization techniques, including Dynamic Programming (DP) 

[46-49]. The paper [46] discusses using DP for solving FJSP with certain 

simplifications to make the problem computationally feasible. In [47], the use of DP 

in the context of unexpected machine failures is extended. This approach is more 

realistic and applicable to industrial scenarios. The dynamic programming 

framework enables adaptive rescheduling when machines fail. Incorporating failure 

considerations improves scheduling reliability and minimizes disruptions. The main 

disadvantage of this approach is that the state-space explosion due to incorporating 

machine failure scenarios limits its application to smaller or medium-sized FJSSPs. 

The authors of [48] investigate multi-objective optimization in FJSP using dynamic 

programming. The model simultaneously optimizes multiple conflicting objectives, 

such as minimizing makespan, tardiness, and energy consumption, providing a 

balanced solution for real-world applications. The approach is flexible and can 

incorporate additional objectives or constraints, depending on specific scheduling 

needs. The inclusion of energy consumption as an objective makes it relevant to 

modern sustainable manufacturing practices. Main disadvantages of this approach 

are: (i) Multi-objective optimization adds layers of complexity to the DP model, 

making it slower and more resource-intensive, the approach is inapplicable to large 

problems; (ii) Balancing multiple objectives requires careful parameter tuning or 

prioritization, which can be challenging for practitioners. 

DP methods for handling more complex scheduling scenarios are considered in 

[49]. The inclusion of parallel machines increases the flexibility and applicability of 

the model to real-world shop floors. The authors introduce optimization strategies to 

reduce the computational complexity of the DP algorithm, making it more practical 

for larger instances. The method is adaptable to dynamic environments, as parallel 

machines provide redundancy and flexibility in scheduling. Disadvantages: (i) While 

the model addresses parallel machines, the complexity of coordination between these 

machines can still be computationally intensive; (ii) The approach may not fully 

address other aspects of FJSSPs, such as dynamic changes in job priorities or machine 

breakdowns; (iii) The optimizations introduced to enhance DP efficiency might 

compromise the ability to explore all potential scheduling solutions. 

In conclusion, DP approaches are highly effective in providing accurate and 

structured solutions for FJSSPs, especially in scenarios with complex constraints like 

machine failures or parallel machines. The main disadvantage is that DP’s 

computational intensity and lack of scalability make it more suitable for small-to-

medium problem sizes unless enhanced or hybridized. 

3. Heuristic algorithms  

Heuristics are designed for faster solutions, often sacrificing optimality for efficiency. 

Some studies from the last decade focus on heuristic algorithms based on  
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dispatching rules, such as Shortest Processing Time (SPT) or Earliest Due Date 

(EDD), for solving the FJSSP. These algorithms are often used as part of heuristic 

approaches in job shop scheduling to achieve near-optimal solutions in practical 

settings. M a l i k a  and K a l l a  [50] have proposed several fault-tolerant scheduling 

heuristics, minimizing the schedule length in the case of the absence or presence of 

faults. They can be applied to solving FJSSP.  

3.1. Shortest Processing Time (SPT) 

The study [51] considers the JSSP with sequence-dependent setup times. Two models 

are formulated: 1) single objective with makespan minimization; 2) multiple 

objective with a bi-criteria objective function. A hybrid algorithm combining a 

Genetic Algorithm (GA) and a Variable Neighborhood Search (VNS) is proposed. 

The effectiveness of this algorithm is evaluated by comparing its results with the 

results of other methods, “demonstrating the superiority of the developed algorithm 

over the existing algorithms” in terms of solution quality. The paper [52] investigates 

a hybrid heuristic method incorporating the SPT rule, among others, to solve the 

FJSP. The authors integrate sequence-dependent setup times and propose a heuristic 

for optimizing job processing sequences. The heuristic algorithm is tested on 

benchmark instances, showing its effectiveness and competitiveness compared to 

other existing algorithms. The FJSSP model, including due windows, sequence-

dependent setup times, and uncertainty in processing and setup times, is considered 

in [53]. The authors use a genetic algorithm to solve this problem and integrate fuzzy 

logic to minimize the weighted penalties for tardiness/earliness. The developed 

algorithm is used in a fabric finishing production system. The results are compared 

with four heuristics:  Monte Carlo simulation, shortest processing time, critical 

reason, and earliest due date. In more than 30% of the cases, the proposed algorithm 

outperforms these heuristics.  

3.2. Earliest Due Date (EDD) 

During the last decade, there have not works focusing solely on the Earliest Due Date 

(EDD) approach for JSSP. Important factors that influence the performance of 

dispatching rules are the average flow allowance, due-date assignment algorithms, 

and the progress milestones implementation. These factors interact with the 

dispatching rules for generating effective JSSP solutions. The role and effectiveness 

of the EDD rule in flexible job shop scheduling within dynamic and uncertain 

environments are considered in detail in [54-56]. The study [54] introduces a dynamic 

scheduling method for flexible job shops utilizing a “MachineRank” algorithm. The 

approach aims to prioritize machines based on certain criteria to optimize scheduling 

efficiency. By ranking machines, the method can effectively allocate tasks to the most 

suitable machines, potentially reducing overall processing time. The approach can 

adjust to changing conditions in the job shop, such as machine availability or job 

urgency, enhancing responsiveness. Prioritizing machines helps in balancing the 

workload, leading to better utilization of resources. The main disadvantage of this 

approach is that developing and maintaining a dynamic ranking system may require 

sophisticated algorithms and real-time data processing. Second, the effectiveness of 
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the MachineRank system relies heavily on the accuracy and timeliness of data 

regarding machine performance and job requirements. The research work [55] 

applies Deep Reinforcement Learning (DRL) to address scheduling in flexible job-

shop environments characterized by dynamic changes, such as machine breakdowns 

or varying job priorities. DRL enables the system to learn and adapt to unforeseen 

changes in the environment, maintaining scheduling efficiency. The approach can 

handle multiple objectives and constraints, finding optimal or near-optimal solutions 

in complex scenarios. Through learning mechanisms, the system can improve its 

performance over time. Disadvantages: (i) Training DRL models demands significant 

computational resources and time; (ii) Effective learning requires a large amount of 

data representing various scenarios, which may not always be available; (iii) In highly 

dynamic or novel situations, the DRL model might produce suboptimal or unexpected 

scheduling decisions. The study [56] explores the use of machine learning techniques 

to tackle job shop scheduling problems under uncertainty, focusing on developing 

robust schedules that can accommodate variability in job processing times and other 

unpredictable factors. The approach aims to create schedules that remain effective 

despite variations and uncertainties in the job shop environment. By leveraging 

historical data, the model can identify patterns and make informed scheduling 

decisions. Disadvantages: (i) The success of the model depends on the availability 

and quality of data capturing the uncertainties present in the environment; (ii) 

Developing a model that accurately captures the complexities of uncertainty in 

scheduling can be challenging and resource-intensive; (iii) The model may struggle 

to generalize to scenarios significantly different from those encountered during 

training. 

3.3. Greedy algorithms 

These algorithms prioritize operations based on predefined criteria, optimizing one 

decision at a time. During the last 10 years, several studies have applied greedy 

algorithms to address the FJSSP. Some of them are listed below: 

A modified Iterated Greedy (IG) algorithm to tackle the FJSSP is proposed in 

[57]. The classical IG is divided into two phases, each addressing a sub-problem of 

FJSSP: sequencing and routing. Dispatching rules are employed in the construction 

phase for sequencing and machine selection. Experiments on benchmark instances 

demonstrate that the proposed algorithm is competitive, often finding global optima, 

and is simpler and less computationally intensive compared to more complex 

methods. 

The study [58] introduces a meta-heuristic method combining genetic and 

greedy algorithms to optimize performance criteria in FJSSP. To improve the 

efficiency of the genetic algorithm, the initial population is generated using a greedy 

algorithm, and several elitist operators are applied to generate better solutions. The 

greedy algorithm prioritizes cells and jobs within each cell, yielding quality solutions. 

Testing on the P-FJSP dataset shows that the proposed method outperforms Non-

dominated Ranked Genetic Algorithm (NRGA) and Non-dominated Sorting Genetic 

Algorithm II (NSGA-II) in terms of diversity, spacing, quality, and runtime. 

These works illustrate the effectiveness of incorporating greedy algorithms, 

either standalone or in combination with other meta-heuristics, in solving FJSSP. 
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4. Metaheuristic algorithms 

These complex heuristics balance exploration and exploitation to escape local optima 

and find near-optimal solutions. 

4.1. Genetic Algorithms (GAs) 

GAs mimic natural selection to iteratively improve a population of solutions. Several 

studies have applied GAs to address the FJSSP in the past decade. A comprehensive 

survey of Gas and hybrid Gas for solving the FJSSP is presented in [59]. Some recent 

examples are listed below: 

A self-learning genetic algorithm for FJSSP is proposed in [60]. It integrates an 

improved population initialization procedure and an optimized crossover strategy. 

The authors improved the single mutation approach of the genetic algorithm. Four 

mutation operators were proposed based on process coding and machine coding. 

Their selection of mutation operators was iteratively adjusted. As a result, the local 

search procedure was enhanced, and the convergence speed was accelerated. The 

novel algorithm generates good-quality solutions on a sample of benchmark 

examples. Advantages: (i) The proposed algorithm enhances convergence speed 

compared to traditional GAs by using advanced genetic operators and selection 

techniques; (ii) The approach generates high-quality solutions for complex 

scheduling problems by effectively exploring the search space. Disadvantages: (i) 

GAs can be computationally expensive for large-sized problems due to their iterative 

nature and population-based approach; (ii) The algorithm’s performance depends on 

carefully chosen parameters (e.g., population size, mutation rate), which can require 

extensive tuning; (iii) Despite improvements, there is still a possibility of the 

algorithm converging to suboptimal solutions in highly complex problem spaces. 

A genetic algorithm with improvements is proposed in [61] to overcome the 

weak searching ability and long running time. First, a new generation mechanism is 

proposed to produce the initial population, which leads to better convergence speed. 

Second, the mutation operation is changed to avoid the generation of illegal solutions. 

In this manner, the running time of the algorithm is reduced. The comparison with 

other algorithms showed the better performance of this novel improved algorithm. 

Disadvantages: (i) While both improvements reduce the computational overhead, the 

overall runtime can still be high for large-scale problems; (ii) The effectiveness of 

the algorithm can vary depending on the specific problem instance and the chosen 

parameter settings. 

The work [62] introduces a genetic algorithm with priority-based representation 

for FJSSP, one of the most challenging operations research problems. The study 

examines the impact of the proposed representation schema on FJSSP. Each gene on 

the chromosome represents the priority of an operation, utilized by a constructive 

algorithm during decoding. To enhance solutions, iterated local search is applied 

post-reproduction. By guiding the GA with priorities, the approach reduces 

unnecessary exploration and accelerates convergence. The method applies to a wide 

range of scheduling scenarios, including multi-objective and dynamic environments. 

Benchmarking against widely used FJSSP datasets indicates that the proposed GA 

performs comparably or better in terms of makespan relative to existing literature. 
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Disadvantages: (i) The algorithm’s performance heavily depends on the choice and 

design of priority rules, which may not generalize across all problem instances; (ii) 

Integrating priority rules adds complexity to the GA, requiring careful design and 

validation; (iii) For large-sized problems, the combined computational demands of 

the GA and priority rule evaluation may limit its efficiency. 

4.2. Simulated Annealing (SA) 

Uses a probabilistic approach to escape local optima by allowing worse solutions 

temporarily. 

This kind of algorithm uses a probabilistic approach to escape local optima by 

allowing worse solutions temporarily. Some research works on SA for solving FJSSP 

are considered briefly as follows: 

An accelerated simulated annealing algorithm enhanced by a partial scheduling 

mechanism and a cooling schedule based on standard deviation is presented in [63]. 

The approach aims to rapidly converge to high-quality solutions for the FJSSP. The 

acceleration techniques reduce the computational time required to achieve such (near) 

optimal solutions. Experimental results on benchmark instances indicate that the 

proposed method achieves faster convergence to optimal or near-optimal solutions 

compared to traditional simulated annealing algorithms. The algorithm performs well 

in avoiding local optima, thanks to the stochastic nature of simulated annealing. It is 

adaptable to various FJSSP configurations and constraints, making it suitable for 

diverse industrial scenarios. Simulated annealing is relatively easy to implement, and 

the accelerated version retains this simplicity. Disadvantages: (i) The performance 

depends on careful tuning of parameters, such as cooling schedules and initial 

temperatures; (ii) Despite the acceleration, the algorithm may struggle with very large 

problems due to computational intensity; (iii) The quality of the initial solution can 

significantly affect the algorithm’s performance. 

In [64], an FJSSP with limited buffers and step-deteriorating jobs is considered, 

including multiple non-identical parallel machines. The authors formulated a mixed 

integer programming model, where the makespan and total tardiness have to be 

minimized simultaneously. An effective hybrid meta-heuristic algorithm is proposed, 

named GVNSA. It combines GA, SA, and Variable Neighborhood Search (VNS). 

The obtained results demonstrate that GVNSA generates better quality solutions 

compared to other heuristic and meta-heuristic algorithms. The hybrid approach 

effectively addresses multiple constraints, including limited buffers and job 

deterioration, making it suitable for complex real-world problems. Disadvantages: (i) 

Combining multiple techniques increases the complexity of the algorithm, making it 

harder to implement and understand; (ii) The performance depends heavily on proper 

parameter tuning for each combined component. 

The authors of [65] introduce a simulated-annealing-based hyper-heuristic (SA-

HH) for the FJSSP, focusing on assembling Heuristic Schemes (HS) that consist of 

Machine Assignment Rules (MARs) and Job Sequencing Rules (JSRs) alongside 

problem state features. Two variants of SA-HH are investigated: one incorporating 

problem state features and one without. The proposed approach demonstrates 

superior performance in minimizing makespan compared to benchmark algorithms 

on standard datasets. Advantages: (i) The hyper-heuristic framework dynamically 
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selects and combines heuristics, improving flexibility and adaptability; (ii) The 

combination of simulated annealing and hyper-heuristic techniques ensures robust 

and high-quality solutions; (iii) The hyper-heuristic framework reduces the need for 

manual algorithm design and tuning. Disadvantages: (i) The framework’s 

adaptability and dynamic heuristic selection can result in significant computational 

overhead; (ii) While the method adapts well within the FJSSP context, its 

generalizability to other scheduling problems might be limited without significant 

adjustments. 

These studies highlight the effectiveness of simulated annealing algorithms in 

solving the flexible job shop scheduling problem over the past decade. 

4.3. Particle Swarm Optimization (PSO) 

The PSO algorithms are inspired by the social behaviour of birds and adjust the 

solutions based on the best positions found by a swarm. Some recent works on PSO 

techniques for FJSSP are considered in brief below: 

A new algorithm, named EPSO, for solving FJSSP based on PSO is proposed 

in [66]. EPSO includes features such as particle life cycle and a discrete position 

update mechanism to expand the solution space and avoid premature convergence. 

The objective is to minimize makespan, and benchmarking against 20 well-known 

instances demonstrates that EPSO performs equally well or better than existing 

methods. Enhancements in the PSO algorithm improve the balance between 

exploration (global search) and exploitation (local refinement). The algorithm 

demonstrates faster convergence compared to traditional optimization techniques. It 

is designed to minimize computational overhead while maintaining solution quality. 

Disadvantages: (i) The performance heavily depends on the proper tuning of PSO 

parameters, such as inertia weight and learning coefficients; (ii) There is a risk of the 

algorithm converging prematurely to local optima, especially for complex or large-

scale FJSSPs. 

The authors of [67] apply a distributed PSO algorithm to solve FJSSP with the 

aim of minimizing makespan. Various benchmark data, including Partial and Total 

FJSSP, are tested. The received results demonstrate that the novel PSO is effective 

and efficient. Additionally, the study enables real-time decision-making in response 

to resource states and unforeseen events. Advantages: (i) Parallel processing 

significantly reduces computation time, making it suitable for large-scale FJSSPs; (ii) 

Distributed agents increase the diversity of the search, reducing the likelihood of 

premature convergence; (iii) The algorithm consistently produces high-quality 

solutions for complex scheduling problems. Disadvantages: (i) The distributed nature 

of the algorithm increases implementation complexity and requires specialized 

hardware or software; (ii) The performance depends on the availability of 

computational resources for parallelization; (iii) Managing communication and 

synchronization between distributed agents can introduce additional computational 

overhead. 

A variable neighborhood descent hybrid genetic algorithm (VND-hGA) for 

FJSSP is proposed in [68] to overcome the low convergence speed and to improve 

the accuracy of the genetic algorithm. The algorithm integrates a hybrid heuristic 

initialization strategy, A BareBones Particle Swarm Optimization (BBPSO)-based 
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mutation operator, and VND based on an improved multilevel neighborhood 

structure. The advantages of BBPSO are maximized by means of a real-number-

based chromosome representation, special crossover method, coding, and decoding. 

The comparison with existing algorithms shows superior solution accuracy and 

convergence performance of the novel algorithm. 

These studies highlight the application of PSO algorithms in solving the Flexible 

Job Shop Scheduling Problem in the last ten years. In many cases PSO is used to 

improve the convergence speed and to reduce the computation time. 

4.4. Ant Colony Optimization (ACO) 

This technique uses the behaviour of ants to explore multiple scheduling pathways 

and reinforce optimal solutions. Some examples for its application on FJSSP are 

listed as follows: 

The work [69] proposes an improved ACO algorithm to solve the FJSSP, aiming 

to minimize makespan. The approach introduces a novel pheromone updating 

mechanism and a local search strategy to enhance solution quality. Experimental 

results on benchmark instances demonstrate the effectiveness of the proposed method 

in finding optimal or near-optimal solutions. This is a progress compared to basic 

ACO, characterized by low computational efficiency and generating a local optimum. 

The authors of [70] present the application of an ACO algorithm for scheduling 

operations in flexible job shop systems with multi-resource requirements. The study 

focuses on operations that require multiple resources, such as machines and 

personnel, and proposes a metaheuristic schema to find optimal scheduling solutions 

under these constraints. 

The paper [71] develops a hybrid algorithm combining Ant Colony System 

(ACS) and Iterated Local Search (ILS) to solve the FJSSP with the objective of Cmax 

minimizing. The proposed algorithm is tested on benchmark instances, demonstrating 

its effectiveness in finding high-quality solutions compared to existing methods. 

The study [72] addresses a multiple objective FJSSP with multiple time 

constraints, including setup time, transportation time, and delivery time. The 

objective is simultaneously minimizing the total workload, the workload of critical 

machine, the maximum completion time, and the penalties of earliness/tardiness. An 

improved ACO algorithm is proposed, featuring a distributed coding approach and 

initialization methods to enhance solution diversity and quality. The algorithm's 

performance is validated through experiments on 28 benchmark instances, showing 

its effectiveness in solving complex FJSSP instances. 

The study [73] proposes a model of the JSSP as a complete graph and uses ACO 

to explore the search space. The results on several instances illustrate the good 

performance of the model with the corresponding selection of parameters. 

These studies highlight the ongoing research efforts in applying and enhancing 

ACO algorithms to effectively solve the complexities associated with flexible job 

shop scheduling problems over the past decade. 

4.5. Tabu Search (TS) 

This metaheuristic uses a memory-based approach to avoid revisiting recently 

explored solutions. Some works devoted to TS for FJSSP are listed as follows: 
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A hybrid algorithm combining Genetic Algorithm (GA) and Tabu Search (TS) 

is proposed for the flexible job shop scheduling problem with sequence-dependent 

set-up times and job lag times in [74]. The genetic algorithm is used for a global 

search, and the Tabu search – for precise local search. Very good performance of the 

hybrid GA-TS algorithm is shown on two classes of instances based on classical data 

sets. The results show that the proposed hybrid algorithm is efficient for such kind of 

problems. Advantages: (i) The algorithm effectively addresses sequence-dependent 

set-up times and job lag times; (ii) Combining genetic algorithms with local search 

methods improves the exploration and exploitation balance, leading to high-quality 

solutions; (iii) The framework can be adapted to various real-world scheduling 

scenarios. Disadvantages: (i) The hybrid approach increases algorithmic complexity, 

making implementation and parameter tuning more challenging; (ii) The 

performance may vary depending on the specific scheduling constraints. 

The evolutionary searching ability of GA with local improvement ability of TS 

are combined in [75] to balance the exploration and exploitation. The resulting hybrid 

algorithm is effective for FJSSP with objective function minimizing the makespan. 

Six benchmark instances and 201 open problems have been tested to evaluate the 

performance of the developed heuristic. The experimental Gantt charts demonstrate 

that the proposed algorithm has significant improvement of the solution accuracy and 

the computational time compared to other algorithms for FJSSP. Advantages: (i) The 

combination of GA and TS ensures a robust search process, with GA providing global 

exploration and TS refining the solutions locally; (ii) The approach can handle 

multiple objectives and complex problem constraints effectively; (iii) The use of 

Tabu search reduces the likelihood of the algorithm getting trapped in local optima. 

Disadvantages: (i) The hybridization introduces more parameters (e.g., GA crossover 

rate, TS tabu list length) that require careful tuning for optimal performance; (ii) The 

combination of two metaheuristics can result in higher computational costs compared 

to single-heuristic approaches; (iii) The algorithm may struggle with scalability when 

applied to extremely large or highly complex problems due to its intensive search 

process. 

A decentralized model based on tabu search is formulated in [76] to solve the 

Distributed and Flexible Job shop Scheduling Problem (DFJSP). The performance of 

the model is validated on popular benchmark instances. 

4.6. Other metaheuristic approaches 

A robust flexible job-shop scheduling problem with uncertain operation processing 

times with an uncertainty budget is studied in [77]. The objective function is 

makespan. A two-stage robust optimization approach is proposed. At the first stage 

the assignment and the sequence of operations on machines are defined and at the 

second stage the operation start-times resp. Three approaches are proposed for 

solving the problem. For the first one the authors develop Mixed Integer Linear 

Programming (MILPext) extended robust model which is an extension of the 

sequence-based model proposed in [78]. For the second one, a Constraint 

Programming (CPext) is proposed following [25]. The third one is column and 

Constraint Generation approach (CCG) [79] with different combination of the above 
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MILPext and CPext. All approaches are tested on a large set of instances. The best 

combination turns out to be CCG-CPext-MILPext. 

A distributed FJSSP for modeling multi-factory production is studied in [80]. 

The objective function is makespan. The authors propose a new Mixed-Integer Linear 

Programming (MILP) model. Its solution by exact methods is suitable for small-sized 

instances. A hybrid approach GA-VNS-CP including genetic algorithm (GA), 

Variable Neighborhood Search (VNS) and Constraint Programming (CP) methods is 

also proposed. Computational experiments show the outperformance of the new 

hybrid method in comparison with other ones. With the new hybrid method, 

improved solutions have been found for a number of benchmark instances.  

A hybrid framework for solving FJSSP is proposed in [81]. The objective is to 

minimize Total Energy Consumption (TEC). The hybrid framework includes Gene 

Expression Programming (GEP), Variable Neighborhood Search (VNS) and local 

sequence-based Mixed Integer Linear Programming (MILP).  Experiments are 

performed with medium-sized instances. It is shown that better solutions have been 

found with a significant reduction in computation time. 

T h i  et al. [82] propose a hybrid algorithm to handle scheduling problems 

considering machine breakdowns, aiming to reduce makespan and machine idle time 

in cases of random failure. 

The study [83] introduces a customized multi-objective evolutionary algorithm 

NSGA-III for solving flexible job shop scheduling problems, showing excellent 

performance with reduced computational effort. It combines smart initialization 

approaches to generate good first population, various crossover operators and 

different local search strategies. 

Paper [84] addresses a real-world scheduling problem in the printing industry, 

proposing populational metaheuristic approaches combined with a local search 

strategy. The algorithm developed is suitable for solving large-sized instances. 

B o r i s s o v a  and M u s t a k e r o v  [85] propose a parallel algorithm for FJSSP 

with complex constraints, where the processing of part of details is independent, and 

the others have a “fixed processing order”. The original problem is decomposed in 

linear programming tasks, which are solved in parallel. The parallel organization of 

the computations allows solving larger FJSSPs. The algorithm is tested on a real-

world problem. 

In the last years Big Data connected with scheduling attract the attention of 

many researchers. A survey of the scheduling mechanisms in the Big Data cases is 

presented in [86]. 

5. Advances in FJSSP optimization in the last decade 

5.1. Hybrid methods 

Such methods are combining exact methods with metaheuristics or combining 

multiple metaheuristics to improve solution quality and efficiency. In the past decade, 

several studies have integrated Mixed-Integer Linear Programming for initial 

solution generation with Genetic Algorithms for refinement to address the “Flexible 

Job Shop Scheduling Problem”. Notable examples include: 
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The chapter [87] discusses a hybrid genetic algorithm and simulated annealing 

approach tested on benchmark problems, yielding better performance in minimizing 

the makespan. An acceptance criterion is incorporated into the crossover operator. 

162 benchmark problems have been solved demonstrating the better performance of 

this hybridization compared to other metaheuristic algorithms. 

The paper [88] proposes an efficient scheduling method for the FJSSP using a 

Genetic Algorithm (GA) that incorporates heuristic rules. The scheduler's goal is to 

minimize mean tardiness. Two types of decision-making are required: machine 

selection and job selection. Heuristics combining five job selection and five machine 

selection rules are studied. The test experiments show that the combination of specific 

machine and job selection rules provides the best performance under different shop 

conditions when incorporated into the GA. Other result is that applying GA only for 

either machine selection or job selection can generate good schedules. 

A paper based on the Gray Wolf Optimization (GWO) algorithm in combination 

with the Spiral Search (SS) mechanism of Whale Optimization algorithm is proposed 

in [10]. The authors apply a convergence strategy, which increases the convergence 

speed and improves the accuracy of the algorithm. The effectiveness of the proposed 

SS-GWO model is proven on 22 flexible job shop scheduling benchmark problems. 

A comparison is made with five other modern algorithms, and it is shown that the 

performance of SS-GWO is better. 

The study [89] addresses the FJSSP with job-splitting. The number of sub-lots 

each job should be split into, as well as the size of each sub-lot, are determined. A 

Mixed-Integer Programming (MIP) model is proposed, where the objective is the 

makespan minimization. The size of sub-lots and their number are predefined (or 

bounded). For large-sized problems the mathematical model cannot find feasible 

solutions. For this reason, a Hybrid Genetic Algorithm (HGA) is proposed, including 

a Local Search Algorithm (LSA) to determine the size of sub-lots and to improve the 

GA efficiency. The performance of the novel HGA is compared with the classical 

GA, showing its effectiveness for large-size FJSSP examples. 

5.2. Artificial intelligence and machine learning 

Artificial Intelligence (AI) techniques predict bottlenecks and dynamically adjust 

scheduling parameters. Reinforcement learning has been explored for adaptive 

scheduling strategies. 

A survey on JSSP with application of AI is presented in [90]. 

In the past decade, several studies have applied Machine Learning (ML) 

techniques to address the Flexible Job Shop Scheduling Problem (FJSSP), Some 

notable instances are: 

A novel Deep Reinforcement Learning (DRL) method for solving FJSSP, 

particularly for large instances, is introduced in [91]. The approach utilizes 

heterogeneous graph neural networks to create a more informative representation of 

the problem, enhancing decision-making capabilities. Additionally, the study 

proposes generating a diverse set of scheduling policies and combining DRL with 

dispatching rules to constrain the action space. The test results indicate that this 

method outperforms traditional dispatching rules and other state-of-the-art DRL 

methods. 
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The paper [92] investigates the application of Deep Reinforcement Learning 

(DRL) to solve the FJSSP, considering the maximum completion time as an objective 

function. The authors propose a DRL algorithm to optimize scheduling decisions, 

demonstrating its effectiveness in handling the complexities of FJSSP. 

The authors of [93] present a novel end-to-end learning framework that 

combines self-attention models for deep feature extraction with DRL for scalable 

decision-making. They propose a Dual-Attention Network (DAN) to capture 

complex relationships between operations and machines, achieving high-quality 

scheduling decisions. Experimental results show that this approach outperforms 

traditional priority dispatching rules and state-of-the-art DRL methods. 

The study [94] integrates Constraint Programming (CP) within a deep learning 

framework to solve FJSSP dynamically. By training a deep learning model using 

optimal solutions generated by CP, the authors enhance the model’s performance 

without extensive exploration typical in DRL. The hybrid approach demonstrates 

superior performance over state-of-the-art DRL methods and a widely used CP 

solver. 

Machine learning models are investigated in [95] to predict capacity 

consumption in a flexible job-shop environment. The authors propose several ML 

models, including linear regression variants, decision trees, and artificial neural 

networks, to estimate makespan. Numerical experiments demonstrate that these 

models outperform traditional exact approaches and dispatching rules, especially 

when computation time is limited. 

These studies highlight the growing application of AI and ML techniques in 

enhancing the efficiency and effectiveness of flexible job shop scheduling over the 

past decade. 

5.3. Multi-objective optimization 

It is characteristic of this type of methods and algorithms that they have an increased 

focus on balancing trade-offs among conflicting objectives, such as minimizing 

makespan while maximizing machine utilization. During the last ten years numerous 

studies have addressed the Flexible Job Shop Scheduling Problem using multi-

objective optimization methods. Some of them are listed below, as follows: 

A teaching-and-learning-based hybrid genetic (GA) – Particle Swarm 

Optimization (PSO) algorithm to address the Multi-Objective FJSSP (MOFJSP) is 

proposed in [96]. The novel algorithm combines PSO with GA and has the 

advantages of both approaches. The learning capability of the GA is improved by 

means of an external memory library storing elite individuals. The proposed 

algorithm is tested on benchmark instances, and the results show its effectiveness in 

solving MOFJSP. 

A “multi-objective FJSSP with transportation constraints” is solved in [97] by 

means a proposed improved Multi-Objective Wolf Pack Algorithm (MOWPA). 

According to the green manufacturing principles, the formulated model minimizes 

the total energy consumption and the maximum completion time. The developed 

algorithm is compared with other algorithms on standard examples. The test results 

show its “superior performance in solving FJSSP”. 
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A novel method of integrating simulated modelling and Multi-Criteria Decision 

Making (MCDM) methods is proposed in [98]. The authors formulated a Discrete 

Event Simulation (DES) Model for defining the “job priorities”. They attack large-

size problems with multiple criteria. A partial FJSSP is modelled, and the multiple 

criteria include evaluation of Makespan, Flow Time, and Tardiness-based measures 

considering static and dynamic job arrivals. The solutions are generated using best-

performing Composite Dispatching Rules (CDR) in combination with several 

Priority Dispatching Rules (PDR). 

5.4. Cloud and parallel computing 

These techniques are leveraging distributed systems and cloud platforms to solve 

larger instances faster by parallelizing computation. In the past decade, several 

studies have addressed the FJSSP by leveraging cloud and parallel computing 

technologies. Several examples are cited below: 

The authors of [99] propose a novel “cloud-based bacterial foraging 

optimization algorithm” to solve multi-objective FJSSP. The developed algorithm 

includes minimizing the makespan and machine workload and utilizes cloud 

computing to improve its computational efficiency. Experimental results demonstrate 

the effectiveness of this algorithm in solving complex flexible job shop scheduling 

problems.  

The research [100] explores the application of quantum computing to FJSSP by 

proposing a Quadratic Unconstrained Binary Optimization (QUBO) model to 

minimize the makespan. The model is solved using a Coherent Ising Machine (CIM), 

and numerical experiments demonstrate that quantum computing holds significant 

potential for solving FJSSPs more efficiently than traditional computational methods. 

The study [101] addresses the FJSSP by incorporating parallel batch processing 

machines to minimize the maximum completion time. The authors propose a solution 

that combines variable neighborhood search with multi-population genetic 

algorithms, conducting neighborhood searches on elite populations to reduce the 

likelihood of local optima. The approach was evaluated using real production 

scenarios, demonstrating its effectiveness in practical applications. 

The paper [102] proposes a dual island genetic algorithm consisting of a parallel 

cellular model and a parallel pseudo model to address large-scale flexible flow shop 

scheduling problems. The two-level parallelization is highly consistent with the 

underlying architecture and is well-suited for parallelizing inside or between GPUs 

and multi-core CPUs. Computational results show that the proposed method obtains 

competitive results and reduces execution time. 

The study [103] proposes a dynamic energy-efficient flexible flow shop 

scheduling model using peak power value, considering new arrival jobs. A priority-

based hybrid parallel genetic algorithm with a predictive reactive complete 

rescheduling approach is developed. Designed to be highly consistent with 

NVIDIA’s CUDA software model, the approach achieves better performance than 

traditional static approaches and significantly reduces time requirements. 

The study [104] considers FJSSP with parallel machines, minimizing the 

makespan. Efficient algorithms are proposed, including parallel computing 
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techniques to improve the computational speed and the solution quality. The results 

show that the “proposed algorithms are effective for large-scale scheduling 

problems”. 

The above-listed works highlight the integration of cloud and parallel 

computing technologies in developing efficient algorithms for FJSSP, contributing to 

advancements in solving complex scheduling problems. 

5.5. Dynamic flexible job shop scheduling 

Such algorithms are developed to deal with real-time uncertainties like machine 

breakdowns, job arrivals, and processing times. 

The research work [105] presents “a methodology for both static and dynamic 

scheduling”. A method is proposed, using a “hybrid algorithm” to optimize the “static 

FJSSP” and the “Dynamic FJSSP (DFJSSP)”. Simulated annealing as a local search 

procedure and a genetic algorithm as “a global optimization technique” are combined 

in this algorithm. Within this framework, a “Variable Neighborhood Search (VNS)” 

is also included “for efficient neighborhood search”. The algorithm is tested on 40 

benchmark test instances. In the DFJSP framework, dynamic events such as “single 

job arrival, single machine breakdown, multiple job arrivals, and multiple machine 

breakdowns” are considered. By applying a rescheduling strategy, the novel hybrid 

algorithm receives a “significant improvement” in the solution quality. 

Disadvantages: (i) Combining two computationally intensive methods (SA and GA) 

leads to higher runtime, especially for large-scale problems; (ii) The hybrid model 

introduces additional parameters (e.g., GA crossover/mutation rates, SA temperature 

schedule), which require careful tuning for optimal performance. 

The authors of [106] present an evolutionary multi-task optimization framework 

combined with genetic programming to tackle the dynamic FJSSP. This approach 

addresses the complexities arising from dynamic and uncertain manufacturing 

environments where new tasks are continually introduced. 

The research [107] proposes a hierarchical and distributed architecture to 

address DFJSSP, utilizing a Double Deep Q-network algorithm to train scheduling 

agents. The approach captures the relationship between production information and 

scheduling decisions, facilitating real-time control in agile and flexible production 

environments. 

A Markov Decision Process (MDP) model for the flexible job shop scheduling 

problem with a single Autonomous Mobile Robot (AMR) is defined in [108]. The 

authors suggest a heuristic algorithm applying dynamic programming to solve 

problem instances with multiple AMRs. The proposed algorithm is validated by 

comparison with various algorithms. 

DFSSP with setup time and random job arrival is considered in [109]. An 

improved gene expression programming algorithm, including a dynamic scheduling 

framework, is proposed to construct scheduling rules. The authors test 24 groups of 

instances with different scales. The results show that the improved gene expression 

programming is better than the standard gene expression programming. 

Two new approaches are proposed for extracting composite priority rules for 

FJSSP in [110]. The first approach uses a multigenic system, adding modified and 

operational features of the scheduling environment to the terminal set. The second 
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approach uses priority rules as automatically defined functions. They are combined 

with the cellular system. This gene expression programming generates better 

solutions than the first approach, but both approaches with extracted rules yield better 

results than the rules of other known methods. 

These studies illustrate the importance of the Dynamic approach for effectively 

solving FJSSPs. 

6. Conclusion 

Over the last decade, the field of Flexible Job Shop Scheduling Problems has seen 

significant advancements in both exact methods and approximate algorithms, 

reflecting a balance between precision and scalability. The major trends are outlined 

as follows:  

1. The exact methods can be characterized by increasing mathematical model 

complexity.  Researchers are developing advanced mathematical models 

incorporating real-world constraints like sequence-dependent setup times, machine 

breakdowns, and multi-objective optimization. Mixed Integer Linear Programming 

(MILP) and Constraint Programming (CP) continue to dominate, but their 

applicability is often limited to small or medium-sized problem instances due to 

computational complexity. Another important trend is the hybridization. Exact 

methods are being increasingly combined with heuristic/metaheuristic techniques to 

handle larger problem instances. For example, branch-and-bound algorithms are 

sometimes paired with heuristics for faster convergence. Some exact methods are 

being adapted to optimize multiple objectives simultaneously (e.g., minimizing 

makespan, tardiness, and energy consumption). Techniques like Pareto-based MILP 

are gaining traction. The adoption of parallel computing and advanced solvers has 

extended the feasibility of exact methods for larger-scale problems.  

2. In the field of research on approximate algorithms for FJSSP, the 

metaheuristics dominate. Metaheuristics like “Genetic Algorithms (GA), Simulated 

Annealing (SA), Particle Swarm Optimization (PSO), and Ant Colony Optimization 

(ACO)” have been extensively studied. Researchers focus on improving convergence 

speed and solution quality through problem-specific adaptations. Combining multiple 

metaheuristics (e.g., GA-PSO, SA-ACO) or integrating metaheuristics with local 

search and dispatching rules has become common to enhance performance. 

Hybridization leverages the exploration capability of one method and the exploitation 

capability of another. Hyper-heuristic frameworks, which combine rule-based 

systems and metaheuristics, have emerged as a promising area for solving FJSSP with 

dynamic and uncertain conditions. Recent trends show the incorporation of machine 

learning techniques (e.g., reinforcement learning) to improve heuristic performance 

and adapt strategies based on problem characteristics. Approximate algorithms are 

favored for their scalability, making them suitable for dynamic and real-time 

scheduling applications. 

Directions for future research:  

• Automation. Combining machine learning with metaheuristics to automate 

the selection of algorithmic parameters and improve adaptability to diverse FJSSP 

instances.  
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• New objectives. With increased emphasis on sustainable manufacturing, 

algorithms are incorporating energy efficiency and environmental impact as 

additional objectives.  

• Dynamic scheduling. Algorithms are evolving to accommodate real-time 

data, stochastic disruptions, and adaptive scheduling in Industry 4.0 environments. 

In summary, while exact methods maintain relevance for small-scale problems 

and theoretical insights, approximate algorithms, especially hybrid and machine 

learning-augmented approaches, dominate practical applications due to their 

flexibility, scalability, and ability to address real-world complexity. 
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