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Abstract: Effective wildlife monitoring in hilly and rural areas can protect 

communities and diminish human-wildlife conflicts. A collaborative framework may 

overcome challenges like inadequate data integrity and security, declining detection 

accuracy over time, and delays in critical decision-making. The proposed study aims 

to develop a real-time wildlife monitoring framework using Federated Learning and 

blockchain to improve conservation strategies. Min-max normalization enhances 

training data and Elastic Weight Consolidation (EWC) for real-time adaptation. The 

improvised YOLOv8+EWC enables real-time classification and continual learning 

and prevents catastrophic forgetting. It also automates actions based on detection 

results using smart contracts and ensures secure, transparent data management with 

blockchain. Compared to existing classifiers such as Deep Neural Network,  

Dense-YOLO4, and WilDect: YOLO, YOLOv8+EWC performs exceptionally well 

across several metrics, accomplishing an accuracy of 98.91%. Thus, the proposed 

model enables reliable decision-making by providing accurate, real-time information 

about wildlife. 

Keywords: Blockchain, Elastic Weight Consolidation (EWC), Federated averaging, 

Federated learning, YOLOv8. 

1. Introduction 

Wildlife surveillance is crucial for preserving localities in mountainous regions, 

where interactions between humans and wildlife are often more frequent due to the 

proximity of ecological areas. Effective monitoring can update conservation 

strategies using technology and promote safer interactions between wildlife and local 

https://mail.bg/#compose/cHNncHJlZXRoYUBnbWFpbC5jb20,
https://mail.bg/#compose/c2FyYXZrbHZuQGdtYWlsLmNvbQ,,
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communities. This ultimately mitigates the risk of wildlife-related conflicts, such as 

attacks or property damage, and supports biodiversity [1, 2]. Typically, wildlife 

tracking is investigated by professionals who collect data through feedback forms, 

tracking systems, and diverse observational approaches. While these methods offer 

valuable perceptions, they are often labor-intensive and time-consuming, making 

them resource-demanding. The comprehensive field research and hands-on data 

examination required can limit the regularity and extent of monitoring activities, 

possibly delaying prompt conservation efforts [3]. 

To address the challenges of traditional wildlife monitoring, Machine Learning 

(ML) [4, 5] and Deep Learning (DL) frameworks are progressively utilized to 

automate the analysis of extensive datasets [6, 7]. DL models, particularly 

Convolutional Neural Networks (CNNs), have acquired considerable focus in 

research literature because of their exceptional recognition capability. By utilizing 

CNNs, researchers proficiently handle significant quantities of the recorded image 

and video content from drone and camera traps [8, 9]. This technology allows for 

rapid recognition and sorting of various species, significantly minimizing the time 

and effort needed for manual analysis. Thus, using CNNs enhances the reliability of 

species detection and facilitates prompt conservation initiatives and improved 

wildlife management. This change toward automated observation represents a 

notable breakthrough in wildlife research and conservation strategies [10, 11]. 

Despite these advancements, there are still challenges, such as a lack of robust data 

integrity and security, decreased detection accuracy over time, delay in critical 

decision-making, and notable deficiency in collaboration among stakeholders. To 

address these issues, we propose a blockchain-enabled Federated Learning (FL) 

platform that enhances wildlife monitoring and conservation strategies. 

1.1. Research questions 

The subsequent research questions are examined to evaluate the significance of the 

proposed research work: 

Q1: What strategy can be implemented to ensure data integrity and authenticity 

of wildlife monitoring systems? 

Q2: How can we reduce reliance on human intervention for decision-making 

and alerts in responding to wildlife events? 

Q3: What approach can be used to develop models that adapt to new data or 

changing environments in real-time? 

Q4: What can be done to create frameworks that facilitate effective 

collaboration among researchers, conservationists, and local communities? 

Q5: What steps can be taken to improve models that lack consistency in 

performance across different environments and species? 

To answer these questions, we propose a real-time framework integrating 

blockchain and Federated Learning (FL) to secure wildlife monitoring data to solve 

Q1, automate actions based on detection results through smart contracts to reduce 

manual intervention for solving Q2, implement Elastic Weight Consolidation (EWC) 

for real-time adaptation to solve Q3, establish a decentralized platform for enhanced 

collaboration to facilitate better communication and data sharing for solving Q4 and 
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employ an advanced data preprocessing strategy to improve the training dataset for 

solving Q5. 

1.2. Research contributions 

As far as we have done an exhaustive survey on related works, the proposed real-

time wildlife monitoring framework is the first to integrate blockchain, FL, and CNN 

for wildlife monitoring. The study’s key contributions are listed below. 

 We employ blockchain technology to secure wildlife monitoring data, 

effectively addressing the need for data integrity and transparency. This approach 

ensures the information is accessible and trustworthy for all stakeholders, fostering 

greater collaboration and informed decision-making in conservation efforts. 

 The proposed framework automates actions based on detection results 

through smart contracts, minimizing the need for manual intervention. This 

accelerates response efforts and improves overall effectiveness, enabling faster and 

more effective decision-making in critical situations. 

 By implementing an on-device continual learning technique, Elastic Weight 

Consolidation (EWC), we ensure the proposed model remains accurate despite 

environmental changes. This approach allows continuous updates, enhancing the 

framework’s flexibility and performance. 

 We have created a decentralized platform for collaboration that facilitates 

better communication and data sharing among researchers and conservationists, 

leading to more effective conservation strategies. By fostering a community-driven 

approach, we further strengthen the impact of conservation efforts. 

 We use an advanced data preprocessing strategy to enhance the training 

dataset, improving model robustness and generalization capabilities. This approach 

improves performance and ensures the framework can adjust effectively to diverse 

real-world scenarios. 

The arrangement of the research paper is as follows: Section 2 reviews a few 

wildlife monitoring-based frameworks, Section 3 outlines the structure of the 

proposed real-time wildlife monitoring framework, Section 4 presents the 

performance analysis of the proposed wildlife monitoring framework, and Section 5 

provides the conclusion of the research work. 

2. Literature survey 

This section examines a few frameworks focused on wildlife activity monitoring. A 

DL model, KI-CLIP, was developed to track endangered wildlife with limited data 

and low computational cost [12]. Though the model achieved over 97% recognition 

accuracy, it struggled to detect small targets. An animal species recognition model 

was suggested to improve the detection accuracy grounded on YOLOv2 [13]. Though 

the improved YOLOv2 model outperformed the base YOLOv2 by 12% in speed, the 

researchers further aimed to enhance the detection speed. To further enhance 

developments to automate the identification, classification, and counting of wildlife 

species in camera trap videos, the research in [14] used Faster R-CNN and Inception-

ResNet-v2. However, this approach required a large amount of training data, which 
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was challenging to obtain for rare species. To combat this, the authors [15] introduced 

WilDect-YOLO for real-time detection of endangered wildlife. It integrated residual 

blocks in CSPDarknet53 and DenseNet blocks to improve feature extraction and 

preservation. It also used Spatial Pyramid Pooling (SPP) and a modified Path 

Aggregation Network (PANet) for enhanced feature integration. Further 

advancements included a system using CNNs to detect wildlife intrusions and send 

alerts to mitigate human-wildlife conflicts [16]. Although this system showed 

promising results in accurately detecting intrusions, its success depended on factors 

including data quality, model accuracy, and alert mechanism efficiency. 

An automated action detection system was developed that combined SWIFT 

(Segmentation with Filtering of Tracklets) for detecting and tracking wildlife and 

MAROON (Mask-Guided Action Recognition) for recognizing their actions [17]. 

However, the system didn’t detect interactions between multiple animals. To address 

this limitation, a hybrid Deep Neural Network (DNN) model [18] was created, 

combining Visual Geometry Group 19 (VGG 19) and Bidirectional Long Short-Term 

Memory (Bi-LSTM) to distinguish wild animal movements and create alarm 

messages to ensure safety. The authors used a dataset of 40,000 images across 25 

classes. The paper [19] highlighted continual learning to improve inference reliability 

for on-site wildlife monitoring to enhance performance further. The model achieved 

a 10% higher F1-score on-site compared to off-site processing. Consequently, we 

recognized several research gaps by analyzing the existing wildlife monitoring 

frameworks. The existing frameworks lack robust data integrity and security, making 

them vulnerable to tampering and compromising trustworthiness while also relying 

heavily on human intervention for real-time responses, leading to delays in critical 

decision-making. Additionally, traditional models often struggle with adaptability, 

resulting in decreased detection accuracy over time, and there is a notable deficiency 

in collaboration among stakeholders, as current systems fail to notice deficiency, 

hindering conservation efforts. To tackle these limitations, our proposed real-time 

wildlife monitoring framework integrates FL and blockchain to enhance wildlife 

monitoring and conservation strategies significantly. 

3. Proposed real-time wildlife monitoring framework 

 

Fig. 1. Illustration of the proposed real-time wildlife monitoring framework 
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The proposed real-time wildlife monitoring framework integrating blockchain 

and FL is shown in Fig. 1. It uses an advanced preprocessing process to improve the 

training dataset and incorporates EWC for real-time adaptation without catastrophic 

forgetting. The improvised YOLOv8+EWC allows for real-time recognition and 

classification of wildlife, enables continual learning, and prevents the loss of 

previously learned information. The framework automates actions based on detection 

results via smart contracts, reducing manual intervention. Integrating blockchain 

technology establishes a secure, transparent data management system and a 

decentralized platform for enhanced collaboration and data sharing. 

3.1. Dataset description 

The Animals Detection Images Dataset, sourced from Google Open Images V6+, 

comprises a collection of wild animal species and annotations. It features 21 animal 

classes – dog, cat, zebra, lion, leopard, cheetah, tiger, bear, brown bear, butterfly, 

canary, crocodile, polar bear, bull, camel, crab, chicken, centipede, cattle, caterpillar, 

and duck. For our study, we focus on six: lion, cheetah, leopard, tiger, crocodile, and 

bear. These species are far more dangerous and require quick alerts to ensure the 

safety of both wildlife and human communities. Fig. 2 presents a few selected images 

from the dataset. 

Dataset Link: https://www.kaggle.com/datasets/antoreepjana/animals-detection-

images-dataset/data 

 

 
Fig. 2. Reference images from the dataset: top row (left to right) – crocodile, bear, tiger;  

bottom row (left to right) – lion, cheetah, leopard 

3.2. Image preprocessing through min-max normalization 

Normalizing image data improves the proposed model’s convergence and ensures 

consistency across different image types. We utilize Min-Max Normalization [20] to 

scale pixel values between [0, 1] by dividing pixel values by 255. Next equation is 

used to normalize the features, 

(1)  𝐴nw =
𝐴−𝐴mn

𝐴mx−𝐴mn
, 

https://www.kaggle.com/datasets/antoreepjana/animals-detection-images-dataset/data
https://www.kaggle.com/datasets/antoreepjana/animals-detection-images-dataset/data
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where 𝐴 is the obtained feature values, 𝐴mn is the minimum value in 𝐴, and 𝐴mx is 

the maximum value in 𝐴. By preserving the relative distribution of values, min-max 

normalization helps the framework identify subtle patterns in the data more 

effectively, resulting in more accurate classification and better overall performance 

in wildlife monitoring tasks. 

3.3. Local model training (improvised YOLOv8+EWC) 

EWC enables continual learning and helps prevent the loss of previously learned 

information. YOLOv8 offers better accuracy in wildlife species detection, with 

higher mean Average Precision (mAP) and increased speed. We incorporate the EWC 

component into the YOLOv8 model so that the previously trained features of wildlife 

are retained. Our model’s innovative use of EWC permits real-time adaptation, 

efficient edge device deployment, and seamless integration with FL. 

 

 
Fig. 3. Structure of the YOLOv8 architecture 

 

YOLOv8 [21] employs an anchor-free strategy that identifies object centers 

instead of relying on predefined anchor boxes. This approach ensures a faster post-

processing phase through simplified non-maximum filtering. YOLOv8’s training 

integrates techniques like online image and mosaic augmentation, improving the 

framework’s capability to distinguish wildlife in diverse scenarios. Moreover, 

YOLOv8 simplifies the neck segment by directly concatenating features, as shown 

in Fig. 3. Learning a task involves fine-tuning the weights and biases ∅ of linear 

projections to enhance performance. Over-parameterization implies there is a 

solution for workload 𝑉, ∅𝑉
∗ , that is in proximity to the earlier solution for workload 
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𝑈, ∅𝑈
∗ . While learning workload 𝑉, EWC [22] maintains the performance in workload 

𝑈 by confining the constraints to remain within a low-error zone for workload 𝑈 

concentrated on ∅𝑈
∗ . Adjusting the parameters is equivalent to identifying the likely 

values given some data 𝑋. We compute conditional probability 𝑝(∅|𝑋) through 

Bayes’ rule with the prior probability of parameters 𝑝(∅) and the probability of data 

𝑝(𝑋|∅), 

(2) log 𝑝(∅|𝑋) = log 𝑝(𝑋|∅) + log 𝑝(∅) − log 𝑝(𝑋). 

When the data is divided into two independent sets, one for task 𝑈(𝑋𝑈) and the 

other for task 𝑉(𝑋𝑉), we can rearrange Equation (2) as the next equation,  

(3) log 𝑝(∅|𝑋) = log 𝑝(𝑋𝑉|∅) + log 𝑝(∅|𝑋𝑈) − log 𝑝(𝑋𝑉). 
All the information related to a task 𝑈 is taken in by the posterior distribution 

𝑝(∅|𝑋𝑈), which reveals which parameters are vital to task 𝑈 and are crucial for 

implementing EWC. We approximate the posterior as a Gaussian distribution, where 

the parameters represent the mean ∅𝑈
≈ and a diagonal precision is derived from the 

transverse elements of the Fisher information matrix 𝑌. Based on this calculation, the 

function 𝐿 to be minimized in EWC is expressed in equation 

(4)   𝐿(∅) = 𝐿𝑉(∅) + ∑
𝜆

2
𝑌𝑖(∅𝑧 − ∅𝑈,𝑧

≈ )2

𝑍
, 

where 𝐿𝑉(∅) is the loss specific to task V, 𝜆 determines the importance of the previous 

task compared to the new one, and 𝑧 tags each parameter. When transitioning to a 

third task, task 𝑊, EWC aims to maintain the network parameters close to the learned 

parameters from both task 𝑈 and V. This is achieved either with two isolated penalties 

or by combining them into a single penalty. 

3.4. Federated Learning (FL) – global model aggregation 

The central server aggregates local model updates to create a global model, which is 

redistributed to the edge devices. Local models in FL focus on data privacy and 

efficiency by processing data on individual devices. This decentralized tactic also 

improves responsiveness as the updates occur swiftly without extensive data transfers 

to a central server. The global model improves accuracy by combining knowledge 

from different locations. We use FL to aggregate model updates from multiple edge 

devices using Federated Averaging (FedAvg) [23]. It works in rounds to solve the 

optimization problem outlined in equation (5). In each round, the global model is sent 

to a random user group, who then adjust the model on their local data for a set number 

of epochs. When the process ends, the user sends back updates that reflect the changes 

they made. The server collects these updates until a timeout and then combines them 

using weighted averaging based on how much data each client has. Finally, the server 

updates the global model with the averaged results. The pseudocode for FedAvg 

applied in the proposed framework is presented in Pseudocode 1. 

Let’s assume 𝑎0 is the initial model parameters, 𝜑 represents the client update 

computed based on its local training, 𝜗 denotes the learning rate, 𝑔 indicates the 

number of participated clients, j represents the fraction of clients, 𝐸𝑏 is a private 

dataset held by each client of the user b, ℓ is the loss function, and ℎ signifies the 

number of local epochs: 
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(5)  min 
𝑎

𝑓(𝑎): = ∑
𝑐𝑏

𝑐
𝐷𝑏(𝑎)

𝐵

𝑏=1
, 

where 𝑎 represents the global model parameters for training, 𝐵 denotes the total 

number of users, 𝑐𝑏 indicates the data sample quantity held by the user (𝑏), 𝑐 is the 

total data sample quantity across all users, and 𝐷𝑏(𝑎) refers to the local objective 

function for each client. 

Pseudocode 1. Pseudocode of Federated Averaging 

Objective: To update the global model 

Input: 𝐵 and 𝑐𝑏 

Output: 𝜑 

Step 1. central server do: 

Step 2.  initialize 𝑎0 

Step 3.  for every round 𝑡 = 0, 1, 2, 3…  

Step 4.   𝑔 ← max(𝑗 ∗ 𝐵, 1) 

Step 5.   𝑓𝑡 ← (random set of 𝑔 clients) 

Step 6.   for each client 𝑏 ∈ 𝑓𝑡 

Step 7.    𝜑𝑡
𝑏 ← ClientUpdate (𝑏, 𝑎𝑡) 

Step 8.   𝜑𝑡 ← ∑
𝑐𝑏

𝑐
𝜑𝑡

𝑏
𝑖∈𝑓𝑡

 

Step 9.   𝑎𝑡+1 ← 𝑎𝑡 + 𝜑𝑡 

Step 10. client update (𝑏, 𝑎𝑡) 

Step 11.  𝑎 ← 𝑎𝑡 

Step 12.  𝐾 ← (divide 𝐸𝑏  into sets of size 𝐾) 

Step 13.  for all local epoch ℎ from 1 to 𝐻 

Step 14.   for 𝑘 ∈ 𝐾 

Step 15.    𝑎 ← 𝑎 − 𝜗∇ℓ(𝑎; 𝑘) 

Step 16.   𝜑 ← 𝑎 − 𝑎𝑡 

Step 17.  return 𝜑 to the server 

3.5. Global model architecture – MobileNetV3 

 
Fig. 4. Design of the MobileNetV3 architecture 

We deploy MobileNetV3 [24] as the architecture for the global model to enable 

scalable and efficient object detection and classification with FL. In MobileNetV3, 

the depth-wise convolutional layer is the central building block, as shown in Fig. 4. 

The layer replaces the traditional layer with a segmented layer to minimize the model 

scale. It consists of two components: depth-wise convolution, which implements one 
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filter for every input channel, and a 1×1 pointwise convolution, which creates new 

feature maps through the linear aggregations of the input channels. 

3.6. Smart contracts and blockchain technology 

Our research uses smart contract [25] automation for wildlife monitoring, as well as 

blockchain [26] to ensure secure, privacy-preserving, and decentralized data storage. 

3.6.1. Smart contracts 

Smart contracts automate the process of triggering alerts and actions in the proposed 

real-time wildlife monitoring framework. When wildlife is detected in human 

habitats, these smart contracts promptly trigger predefined actions, such as notifying 

the relevant authorities or conservation teams. The pseudocode for the smart contract 

utilized in the proposed framework is presented in Pseudocode 2. 

Pseudocode 2. Pseudocode of Smart Contract 

Objective: Smart contract for wildlife monitoring 

Input: Wildlife species 

Output: Wildlife detection alert 

Step 1. CONTRACT WildlifeMonitor 

Step 2.    STRUCT AnimalDetection 

Step 3.        STRING species 

Step 4.        STRING location 

Step 5.        UINT256 timestamp 

Step 6.        BOOLEAN endangered 

Step 7.        BOOLEAN alerted 

Step 8.    MAPPING detection count → AnimalDetection detections 

Step 9.    UINT256 detection count 

Step 10.    EVENT DetectionLogged(detectionId, species, location, 

timestamp) 

Step 11.    EVENT AlertTriggered(detectionId, species, location) 

Step 12.    FUNCTION logDetection(species, location, endangered) 

Step 13.        INCREMENT detection count 

Step 14.        CREATE new detection = AnimalDetection(species, location, 

CURRENT_TIMESTAMP, endangered, FALSE) 

Step 15.        STORE new detection in detections[detectionCount] 

Step 16.        EMIT DetectionLogged(detection count, species, location, 

CURRENT_TIMESTAMP) 

Step 17.        IF endangered THEN 

Step 18.            CALL triggerAlert(detectionCount, species, location) 

Step 19.        ELSE IF species IS NULL THEN 

Step 20.        ELSE 

Step 21.    FUNCTION triggerAlert(detectionId, species, location) 

Step 22.        SET detections[detectionId].alerted = TRUE 

Step 23.        EMIT AlertTriggered(detectionId, species, location) 

Step 24.    FUNCTION getDetection(id) 

Step 25.        GET detection = detections[id] 
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Step 26.        RETURN (detection.species, detection.location, detection. 

timestamp, detection. endangered, detection.alerted) 

Step 27. END CONTRACT 

3.6.2. Blockchain   

We store animal detections, including cheetahs, leopards, lions, and tigers, along with 

important data points on the blockchain. This ensures invariability and transparency, 

ensuring a reliable and secure record of wildlife activity. The process, illustrated in 

Figs 5 and 6, begins with deploying the smart contract. After this, a smart contract 

confirmation form is generated to verify the submission. 
 

 
Fig. 5. Smart contract deployment form 

 

 
Fig. 6. Smart contract confirmation form 
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4. Results and discussion 

In this section, we assess the operation of the proposed real-time wildlife monitoring 

framework. The frontend framework uses React to build the user interface, and a 

library like web3.js interacts with Ethereum smart contracts for blockchain 

integration. During implementation, the Sepolia testnet blockchain was chosen to test 

and deploy the framework. This approach ensured the model would operate smoothly 

when deployed in a real-world environment. 

4.1. Output of the proposed wildlife monitoring blockchain unit 

Fig. 7 illustrates the form representing the alert triggered when a wildlife species 

(bear) is detected. The ‘logs record the species, location, and timestamp. 
 

 
Fig. 7. Wildlife alert form 

4.2. Performance analysis of the improvised YOLOv8+EWC 

 
Fig. 8. Wildlife classification through the improvised YOLOv8+EWC 
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Fig. 8 displays the wildlife species classified with annotations by the improvised 

YOLOv8+EWC. It shows incomparable performance in wildlife detection and 

classification on the Animals Detection Images Dataset across various metrics, 

including accuracy, precision, recall (True Positive Rate (TPR)), specificity (True 

Negative Rate (TNR)), F-measure, and Matthews Correlation Coefficient (MCC), as 

shown in Table 1. Furthermore, it establishes a low error rate, with a False Positive 

Rate (FPR) of 1.25% and a False Negative Rate (FNR) of 1.5%. 

Table 1. Performance metrics of the proposed YOLOv8+EWC 

Metrics Values 

Accuracy 98.91% 

Precision 98.75% 

TPR 98.5% 

F-measure 98.62% 

TNR 98.5% 

MCC 97% 
 

Fig. 9 displays the accuracy and loss curves for the proposed YOLOv8+EWC, 

presenting insights into its performance during 40 epochs of training. The training 

and test curves converge smoothly from the first to the last epoch, exhibiting 

negligible fluctuations. The curves help evaluate the proposed YOLOv8+EWC’s 

performance and its ability to adapt to the Animals Detection Images Dataset. 
 

 

Fig. 9. Accuracy and loss curve of the proposed YOLOv8+EWC for 40 epochs 

 

 
Fig. 10. Assessment of the proposed YOLOv8+EWC with the confusion matrix 



 31 

Fig. 10 shows the confusion matrix for evaluating the proposed 

YOLOv8+EWC, distinguishing wildlife species. The true labels are represented by 

each column, and the forecast labels are denoted by each row. The matrix provides 

insight into the accuracy of the classification of wildlife species. 

Fig. 11 displays the different gas consumption levels (gwei) for the six classes 

(species). We tracked how each class performed in terms of gas consumption. 
 

 
Fig. 11. Tracking of gas consumption levels 

4.3. Performance analysis of the FL unit 

The FL unit in the proposed real-time wildlife monitoring framework also shows 

unique performance in wildlife monitoring across various metrics, including 

accuracy, precision, TPR, TNR, F-measure, and MCC, as shown in Table 2. 

Moreover, it has a low incidence of errors, with an FPR of 0.0025 and an FNR of 

0.031. 
Table 2. Performance metrics of the FL unit 

Metrics Values 

Accuracy 99.28% 

Precision 98.5% 

TPR 99% 

F-measure 98.75% 

TNR 99.5% 

MCC 98.5% 
 

Fig. 12 displays the accuracy and loss curves for the FL unit, presenting insights 

into its performance during training for ten communication rounds. The training and 

test curves converge smoothly from the first to the last communication round, 

indicating minimal fluctuations. 
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Fig. 12. Accuracy and loss curve of the FL unit 

 

 
Fig. 13. Area under the Receiver Operating Characteristic Curve (AUC-ROC) of the FL unit 

 

The graph in Fig. 13 depicts AUC, which measures the area under the ROC 

curve. Higher AUC values indicate better performance of the FL unit. 

4.4. Comparative assessment of the proposed and existing frameworks 

In this segment, the process efficiency of the proposed real-time wildlife monitoring 

framework is assessed by comparing it with the existing frameworks. 

Table 3. Comparison of performance metrics for the proposed YOLOv8+EWC and existing classifiers 

Classifiers / Metrics Precision Recall F1-score 

Dense-YOLO4 93.5 96.4 94.9 

WilDect-YOLO 97.18 98 97.87 

DNN 81 80 81 

Improvised YOLOv8+EWC (Proposed) 98.75 98.5 98.62 

Table 3 demonstrates that the improvised YOLOv8+EWC outperforms existing 

classifiers in terms of various performance metrics. The comparison highlights the 

improvised YOLOv8+EWC’s precision, F1-score, and recall metrics against those of 

existing classifiers, including DNN, WilDect-YOLO, and Dense–YOLO4. 

4.5. Discussion 

The proposed framework aims to deliver a real-time system for improving wildlife 

monitoring through the integration of blockchain, CNN, and FL. This framework has 

several applications, including integrating blockchain, CNN, and FL, which promote 
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the development of smart wildlife monitoring and conservation strategies. The model 

specifically addresses challenges such as inadequate data integrity and security 

through blockchain integration and dependence on human intervention for timely 

responses via smart contracts. The model achieved the best detection accuracies of 

98.75% with the improvised YOLOv8+EWC and 99.28% with the FL unit. The 

proposed YOLOv8+EWC outperformed existing classifiers in terms of various 

performance metrics. The accuracy and loss curves of both the FL unit and the 

improvised YOLOv8+EWC show the best performance during training. The ROC 

curve area of 0.9945 for the FL unit indicated its effectiveness. The classification of 

wildlife species was further validated through a confusion matrix analysis. The 

proposed framework could protect hilly communities by enabling real-time wildlife 

monitoring near residential areas. Sensors and cameras would detect and classify 

animals approaching settlements, triggering alerts to warn residents, reducing the risk 

of human-wildlife conflicts, and ensuring safety for both people and animals. 

5. Conclusion 

In this study, a novel real-time blockchain framework is developed to protect 

communities in hilly regions using an automated wildlife monitoring system. We 

enhanced real-time wildlife classification in the proposed framework, as 

demonstrated by robust performance results and the accuracy and loss curves of the 

improvised YOLOv8+EWC. Our model’s efficiency was also collaborated by high-

performance metrics and the notable AUC value of the FL unit. Additionally, 

integrating smart contracts and blockchain leads to more effective conservation 

strategies. Blockchain securely stores data from the wildlife monitoring system, 

providing an immutable record of animal sightings and habitat changes. This hybrid 

approach upgrades the performance of DL techniques in real-time applications, 

preserving both wildlife and local communities. Hence, the proposed monitoring 

framework signifies an extensive advancement in the realm of smart wildlife 

conservation through automated monitoring. In the future, the proposed framework 

will be executed on a larger dataset with diverse wildlife species, broadening its 

ecosystem applicability. Integrating real-time analytics and edge computing will 

improve performance in remote areas with limited connectivity. Collaboration with 

conservation organizations will enable deployment in protected regions, aiding in 

poaching prevention and biodiversity monitoring. These advancements will enhance 

the proposed framework’s global impact on wildlife conservation. 
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