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1. Introduction  

In this contribution, we report on ongoing efforts in the German national research 

infrastructure consortium Text+ to make research data and services for text- and 

language-oriented disciplines FAIR [1], i.e., findable, accessible, interoperable, and 

reusable, as well as compliant with the CARE principles (see CARE Principles for 

Indigenous Data Governance, https://www.gida-global.org/care) for language 

resources. The paper was originally presented during CLaDA-BG 2023 Conference: 

Language Technologies and Digital Humanities: Resources and Applications 

(LTаDH-RA), Sofia, Bulgaria, 10-12 May 2023. 

Text+ is a collaborative effort by more than thirty research institutions across 

Germany with a total of well over 100 researchers. While the co-authors of this paper 

have prepared the contents and take responsibility for any errors that may have 

occurred, the work reported here is carried out by a large group of colleagues in Text+ 

and predecessor projects CLARIN-D, DARIAH-DE, and CLARIAH-DE. Their 

contributions are hereby acknowledged with deep appreciation and collegial 

gratitude. 

This paper is structured as follows: In Section 2, we will briefly describe the 

goals of the German National Research Data Infrastructure (NFDI), its current state, 

and the division of labor between the four NFDI consortia that focus on research data 

in the Humanities and Cultural Studies: NFDI4Culture, NFDI4Memory, 

NFDI4Objects, and Text+. Section 3 contains illustrative examples of the breadth 

and depth of the Text+ portfolio of research data and presents the rationale for 

mailto:erhard.hinrichs@uni-tuebingen.de
https://www.gida-global.org/care
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implementing Text+ as a federated and geographically distributed research 

infrastructure. Section 4 introduces the federated content search and the Text+ 

registry, which provide easy access to the Text+ portfolio of research data. The suite 

of tools for data analytics that Text+ currently offers is presented in Section 5.  

The ongoing efforts by Text+ to make research data available that are protected in 

one form or another, e.g., that are still under copyright, are described in Section 6.  

The paper concludes with an outlook toward future work and a short summary 

(Section 7). Appendix A offers a list of online resources that have been mentioned 

and referenced in the present paper. 

Given space limitations, we can only include a small subset of the current Text+ 

portfolio of research data, tools, and services. We refer all interested parties to the 

Text+ webpage (https://www.text-plus.org), where a comprehensive overview of 

Text+ offerings is available and is continuously updated. 

2. Text+ as Part of the German National Research Infrastructure 

(NFDI)  

Research data management and research data infrastructures have gained 

considerable momentum over the past twenty years, with European initiatives such 

as CLARIN [2, 3] and DARIAH [4] as part of the landscape that has been organized 

in the context of ESFRI [5]. 

On the national scale in Germany, the government – in our federal system this 

includes the federal government and the 16 individual states – established the 

National Research Data Infrastructure (NFDI) (Nationale Forschunggs-

dateninfrastruktur in German). This decision was taken in 2018, and funding began 

in 2020 in three consecutive funding rounds. The goal is to ensure easy access on a 

long-term basis to research data across a wide range of different scientific disciplines 

by implementing the FAIR and CARE principles and facilitating long-term archiving 

of research data. 

Currently, the NFDI consists of 25 consortia, each with a disciplinary 

specialization; this structure is complemented by one consortium for the 

implementation of ‘basic services’ across consortia, and an NFDI directorate 

responsible for coordination, governance, and communication for the entire NFDI. 

The NFDI is – as a research-driven initiative – organized according to disciplinary 

needs, while also encouraging exchange across disciplines and sharing basic services, 

technological know-how, and common infrastructure solutions, whenever feasible. 

The vision of the NFDI is to provide data as a common asset for excellent 

research, organized by researchers in Germany. To achieve this vision, NFDI has the 

mission to create an organization for research data management and a legally 

compliant, interoperable, and sustainable data infrastructure. In its efforts to achieve 

these goals, the NFDI collaborates with national and international partners. 

For the areas of Social Sciences and Humanities, six consortia are being funded 

in the NFDI. Four of them come from the Humanities. These are NFDI4Objects, 

NFDI4Memory, NFDI4Culture and Text+, all cooperating closely where applicable 

[6]. 

https://www.text-plus.org/
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NFDI4Memory [7, 8] brings together researchers, memory institutions and 

information infrastructure facilities in a digital research infrastructure for researchers 

in disciplines that focus on historical data. 

NFDI4Objects [9] aims to meet the infrastructure needs of researchers and 

practitioners who want to contribute to the material heritage of around three million 

years of human and environmental history, including Archaeology. 

NFDI4Culture [10] is the consortium that deals with research data on tangible 

and intangible cultural assets. It includes Art History, Musicology, Theater and Media 

Studies, and Architecture. 

The Text+ consortium [11, 12] will establish a text- and language-based 

research data infrastructure with a focus on three data domains: collections of 

language data, lexical resources, and editions. These types of resources are highly 

relevant for all language- and text-based disciplines, including Linguistics, Literary 

Studies, Philosophy, Classical Philology, Anthropology, Non-European Cultures and 

Languages, as well as language- and text-based research in the Social, Economic, 

Political and Historical Sciences. 

The consortium Text+ has been initiated by the Leibniz-Institute for the German 

Language in Mannheim (IDS) (Leibniz-Institut für Deutsche Sprache in German), the 

Berlin-Brandenburg Academy of Sciences and the Humanities (BBAW) (Berlin-

Brandenburgische Akademie der Wissenschaften in German), the German National 

Library in Frankfurt (DNB) (Deutsche Nationalbibliothek in German), the North 

Rhine-Westphalian Academy of Sciences and Arts (NRWAW) (Nordrhein-

Westfälische Akademie der Wissenschaften und Künste in German), and the 

Göttingen State and University Library (SUB) (Niedersächsische Staats- und 

Universitätbibliothek Göttingen in German). Additionally, 26 other institutions 

participate in Text+, covering a wide range of the academies in the arts and sciences, 

universities, libraries, research foundations and academic centers. 

The mission of Text+ is to assist the text- and language-oriented Humanities and 

Social Sciences in the use of digital data and accompanying methods in their research 

and in developing a common data culture. In support of this mission and in support 

of promoting digital literacy, Text+ contributes to the FAIRness of text and language 

data, with the aim that access to digital resources becomes the common practice. 

Text+ is part of a diverse research community. It promotes interdisciplinary 

collaboration and scientific innovation through the integration of infrastructure and 

research. For this purpose, Text+ also closely observes the emergence of new 

research paradigms for the Humanities and Cultural Studies and promising 

developments in information and language technology. 

3. Data in a distributed infrastructure for language resources 

With more than 30 initial partners contributing their data and resources, Text+ has 

built on an extensive portfolio of legacy research data for language and text. This 

portfolio of language data is highly diverse along various dimensions: it contains data 

for written and spoken language, multimodal data; and data for contemporary 

language as well as diachronic data. In close consultation with the Text+ communities 

of interest, this initial portfolio is continuously extended. 
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3.1. Starting from existing datasets within Text+ 

While there is a strong focus on German data, Text+ also offers language data for a 

wide range of other languages. The Leipzig Wortschatz (Fig. 1) collection is a good 

example of a multi-lingual dataset. It consists of crawled web data for 293 languages. 

The Wortschatz collection also exemplifies the heterogeneous sources of research 

data in Text+; the Wortschatz data are automatically harvested web data and thus 

born digital data, while the majority of data sources in Text+ are curated collections 

of born-analogue data. 
 

 

Fig. 1. The Leipzig Wortschatz portal for searching a total of 1.013 monolingual dictionaries which 

have been compiled from web-harvested corpora for 293 languages 
 

For contemporary German, the German Reference Corpus DeReKo [13, 14, 15] 

is one of the resources offered by Text+ partners. It is the largest linguistically 

motivated collection of electronic corpora for German, with 55 billion words (as of 

March 2023), annotated at the token level. The data are contributed and licensed by 

publishers and other content providers and are freely available for academic, non-

commercial use. 

Other partners provide data on spoken German, such as the Bavarian Archive of 

Speech Signals (BAS, Fig. 2) and the Archive for Spoken Language at the IDS  

(Fig. 3). They offer recordings of various types: dialogues, prompted speech, and 

Oral History data. For many recordings, the speech signal is aligned with a transcript, 

which facilitates search and data mining. 

For historical data, Text+ gives open-access to a wide range of editions and text 

collections. To name two examples: The TextGrid repository (see link in Appendix 

A and Fig. 4) housed at the SUB Göttingen, and the German Text Archive [16, 17] 

hosted at the Berlin-Brandenburg Academy of Sciences and the Humanities BBAW. 

These archives consist of retro-digitized books and documents in a consistent XML 

format. An illustration of the visual alignment of facsimile and the transcription in 

digital form is illustrated in Fig. 5. This example from the DTA shows the facsimile 

of a book published 1835. This book contains letters written by Johann Wolfgang 
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von Goethe to Bettina von Arnim from 1809, displayed in the DTA web application 

as the facsimile and its aligned transcription. 

 

Fig. 2 Speech tools portal at the Bavarian Archive of speech signals 

 

 
Fig. 3. Oral corpora are the data domain of the Archive for Spoken German (Archiv für Gesprochenes 

Deutsch, AGD) at the IDS, which also provides a portal for more than eighty corpora 

 

 
Fig. 4. The portal of the TextGrid repository 
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Fig. 5. Rendering of a DTA resource on the website in three column format: Facsimile, transcription, 

and associated functionalities 

The orthography and typography are kept as in the source document. The 

rightmost column in Fig. 5 provides metadata and additional functionality, including: 

download of various formats; rich metadata; different views. Links to post-processing 

tools are also provided, including: distant reading tools (Voyant Tools, see [18]); 

tools provided via the Language Resources Switchboard [19, 20]; and the quality 

assurance tool DTAQ, which allows users to suggest corrections to the transcription. 

Searching within the resources relies on normalized spellings and query expansion 

into all attested historical spelling variants, as described in [21]. 

NFDI funding does not support digitization via Optical Character Recognition 

(OCR) since there are separate funding opportunities dedicated to OCR. However, 

Text+ wants to integrate the results of OCR initiatives, wherever possible. For 

example, the Göttingen State and University Library will merge extensive 

multilingual collections, consisting of more than 13 million digitized pages in image 

format obtained from significant digitization initiatives that offer digital facsimiles 

of early German prints from the 16th to the 18th century, like those listed in the 

VD16, VD17 and VD18 catalogues (see online resources in Appendix A). These 

collections serve as the basis for automated text recognition in the OCR-D project. In 

the future, the outcomes of these efforts, along with additional resources such as 

scientific journals spanning from the 17th to the 21st century, will be integrated into 

the Text+ infrastructure and made accessible in accordance with legal regulations. 

The data center with the largest collection of language data in Text+ is 

undoubtedly the German National Library DNB, with digital data resulting from an 

OCR workflow as well as born-digital data. However, the data are typically 

unstructured in the sense that they do not have XML or comparable markup and 

require some amount of pre-processing for data mining purposes. 
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When creating a research data infrastructure with these and many more existing 

resources, the first idea might be to create one large database to house them all 

centrally, possibly in the form of a duplicate of the original material from the data 

provider. However, this is neither possible nor desirable as the next section will 

discuss. 

3.2. Motivation for a distributed infrastructure 

Text+ is establishing a federated research data infrastructure as a network of data and 

competence centers. There are various reasons for such a federated approach. For 

legal reasons, it is often not possible to copy datasets from one institution to another. 

This is particularly the case for legacy datasets obtained from third parties under 

bilateral license agreements between the data providers and the hosting institutions 

of the data. Existing contracts and licenses are usually not transferable, i. e., they 

cannot be used by a different legal entity. Hence it is impossible to create an umbrella 

legal entity that would have the necessary legal authority to make the federated data 

available to research communities and/or the general public. And for the German 

National Library there is even a specific law [22] regulating their rights and 

obligations with regards to the data in their archives. The Text+ portfolio contains 

many such legacy data, which have been in high demand by scholarly communities 

of Text+, and which can be made available in a distributed research data 

infrastructure. 

Datasets provided by third parties – and with text and language data this applies 

to almost all datasets – touches on the rights of individuals and legal entities. There 

are privacy restrictions imposed by GDPR [23], and intellectual property rights of 

publishers and authors must be respected. According to German law [24, paragraph 

65], written works are copyright protected for 70 years after the author’s death. 

These are the main reasons why a consolidation into one database – including a 

search index – is not feasible. But of course, there are other reasons as well. Different 

data centers specialize in different types of research data with different data models 

and with established workflows for the creation, maintenance and analysis of data.  

Based on our previous arguments, we find that due to the inclusion of legacy 

data from the Text+ partners, a decentralized data infrastructure becomes the only 

viable approach. The abundance of data within these institutions further motivates us 

to explore opportunities to provide access to these datasets beyond their original 

housing institutions. 

4. Federated search in a distributed infrastructure 

In a distributed infrastructure that provides research data according to FAIR 

principles, the tools that make data discoverable, enable access to the data, enable 

usability in different environments, and ensure reusability are of particular 

importance. We distinguish two different types of search: The first type is based on 

the metadata for archived objects, the second type searches within the object data. 

The metadata search allows users to search for datasets according to their properties, 

just like a search in a library catalog or in an online shop. The content search does 
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not query the metadata but the content of the datasets, for example specific words in 

a text corpus.  

The Text+ Registry allows searching on the metadata level and facilitates 

findability of research data. The registry provides information about where (i.e. at 

which institution) the data can be found and how to get access to it (i.e. access 

restrictions, access possibilities, license conditions, contact possibilities). 

For metadata ingest, the Text+ Registry uses standard protocols of metadata 

harvesting such as OAI-PMH [25]. In this respect it uses the same underlying 

technology as the Virtual Language Observatory (VLO) [26], developed in the 

context of CLARIN. However, the Text+ Registry supports a broader range of 

metadata standards that are in use by the various partners, including (but not limited 

to) ISO 24622-1/24622-2 [27, 28], MARC21 [29], DCAT [30]. By utilizing these 

standard protocols and formats, the infrastructure remains open to new partners. Their 

data can be integrated by harvesting from their standard interfaces. The Text+ 

Registry is currently under development. A first version is expected to become 

available in the fourth quarter of 2023. 

A second type of search functionality operates on the object level. As explained 

in the previous section, Text+ establishes a federated research data infrastructure as 

a network of data and competence centers. This has direct implications for the way 

users of the infrastructure can access research data. Depending on the research 

question at hand, users may want to search only Text+ data resources hosted at a 

particular Text+ data center. For such a scenario, users are best advised to consult the 

search portal for that particular data resource. But for other purposes, especially if a 

researcher is interested in all research data distributed over all or many of the Text+ 

data centers, then a federated search portal for aggregating the query results from data 

at different data centers is needed [31]. 

The challenge for a distributed infrastructure is to provide users with such a 

federated search portal. The portal should offer a unified query front end that 

interfaces with research data at different data centers at different locations, with 

diverse data formats in the back end. 

Taking the Text+ domain of lexical resources as an example, Text+ partners 

provide a wide variety of research data. They include digital dictionaries such as the 

Digitale Wörterbuch der Deutschen Sprache [32], retro digitized encyclopedias such 

as the historic Meyers Konversationslexikon [33], and born-digital lexical resources 

such as the German wordnet GermaNet [34, 35], or the Online-Wortschatz-

Informationssystem Deutsch [36], which is a portal to various resources of the IDS 

Mannheim. These lexical resources each have their data format and come with their 

query engine, tailored to the data type and structure of the particular resource. Fig. 6 

illustrates the present situation for the data domain of lexical resources. These 

resources are encoded in a heterogeneous set of data formats. These specialized 

formats prohibit converting these data into a unified format without a major loss of 

information. On the other hand, users should be able to query the data in a unified 

query language. This suggests a federated search architecture with a unified frontend 

for querying the diverse data formats in the backend. In a federated search, the 

backend transparently maps multiple autonomous database systems into a single 
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federated database – without physical data integration into one system. The 

constituent database systems remain independent and autonomous, they can also be 

used independently from each other. 

  

 
Fig. 6. Federated search exemplified with lexical resources; the individual lexical resources are left 

with the hosting institution; users are presented with a central search interface that distributes the 

queries to the federated locations and gathers the results for display 
 

The federated search in Text+ utilizes the Search/Retrieve via URL (SRU) 

protocol and the Contextual Query Language (CQL), a standard query syntax for 

representing queries [37]. From the unified query interface, LexCQL-expressions 

(Lex-CQL is an extension of CQL for querying lexical resources.) are sent to all 

connected data centers in Text+. Each center translates the incoming query into the 

appropriate local query. The query results are then converted to the SRU format 

before being sent back to the portal front end. This way, the front end receives 

consistently formatted results from each center and can present the unified results to 

the user. 

By this procedure, users can query multiple resources in parallel without having 

to learn the query language for each participating institution. This is already being 

implemented. 

The web application for the LEX-CQL federated search also provides seemless 

access to the full lexical entry stored at the hosting institution. Fig. 7 shows the full 

entry found in the Leipzig Wortschatz resource and also provides a graphical 

presentation of typical collocates for the lemma gut. Finally, it displays the subject 

domains in the Dornseiff thesaurus [38] that the word gut is associated with. 

Lex-CQL supports filtering results on part-of-speech, so that the results only 

include instances where the query term appears, for instance, as a noun or an 

adjective, as shown in Fig. 8. POS filtering is an extension of the latest version of the 

LEX-CQL query language, which is not yet supported by all of the data center 

endpoints. This is the reason why only 4 matching resources are found. 

To show some other features of LEX-CQL, we will use a lemma search for the 

noun Qualität “quality”. This word has a more complex morphology, with the highly 

productive suffix -tät. This suffix can be searched for, using the Kleene Star, resulting 

in all lemmas ending in this string of characters. It is possible to limit the number of 

hits per endpoint and/or to further restrict the search to specific properties. For the 

latter, one can use the def attribute, which will result in a full-text search of the word 

definition for a particular set of lemmas. One example for such a query is a search for 

lemmas with the suffix -tät and where the word definition of the lexical entry contains 

the string Eigenschaft “property”. This CQL query can be written as: 
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lemma="*tät" and def="Eigenschaft". This query will rule out a word 

such as Aktivität ‘activity’, which refers to an event rather than a property. 

 

 
Fig. 7. Referenced from the LexFCS output, the full entry of the source dictionary is linked, here from 

the Leipzig Wortschatz 

 

 

Fig. 8. LexFCS output with a query for the lemma gut including the part of speech adj in the query 
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Fig. 9. Searching in treebanks and visualizing results in Tündra; integrated in WebLicht, Tündra can 

also visualize syntactic structures of user generated texts 

In addition to the federated search for lexical resources and for corpora, 

researchers also have access to specialized search tools for annotated data – for 

example the search tool TüNDRA [39] for corpora that are annotated with syntactic 

constructions or semantic information (Fig. 9). Another of such tools is KorAP  

[40, 41, 42, 43], a tool for querying the German Reference Corpus (see Fig. 10 and 

Section 3.1 of this contribution). All of these tools also offer statistical information 

about the search results obtained. 
 

 
Fig. 10. For searching the German Reference Corpus DeReKo, one of the tools is KorAP 

5. Data analysis tools 

In addition to easily accessible and easy-to-use tools for metadata and for search in 

the digital data themselves, there is an ever-increasing need for sophisticated tools 

for data analytics among Humanities scholars. This demand is, of course, triggered 

by the dramatic increase in digital language and text data in recent years and by the 

digital turn that research in the Humanities and beyond has witnessed in the process. 

For the purpose of data analytics, researchers need easy access to automatic or semi-

automatic annotation tools, which can robustly process large datasets by enriching 
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them with linguistic information at various levels of analysis. These analysis levels 

include, for example, annotations at the level of individual word tokens and lemmata, 

at the phrase and sentence level, or the clustering of texts by topic, author, sentiment. 

The use of such annotation tools can significantly enhance recall and precision for 

data analysis and information retrieval. 

For the automatic annotation of textual data, we have developed a tool called 

WebLicht [44, 45]. WebLicht offers processing pipelines for a wide range of 

annotation tasks (e.g., tokenization, lemmatization, parsing, morphology, named-

entity recognition) for text in a number of languages. 
 

 
Fig. 11. WebLicht web application for configuring customized or pre-defined processing chains of 

annotation tools, which are applied to input data supplied by the user 
 

The annotation tools for WebLicht (Fig. 11) have been contributed either by 

Text+ partners or by external providers. These include statistics-based tools, as well 

as tools trained with neural networks. In the future, we plan to integrate additional 

state-of-the-art services based on deep learning such as spaCy (See the spaCy website 

for details). TüNDRA, described above, is integrated into WebLicht, so that the 

annotated data is immediately visualized, and can be queried. For the annotation of 

very large datasets, WaaS (WebLicht as a Service) provides efficient processing from 

the command line. 

In support of semantic analysis, Text+ offers ontology services such as wordnets 

and is developing linked-data resources that can aid in data analysis and in data 

linking. Fig. 12 shows the GermaNet Rover, which is a tool for querying GermaNet 

and visualizing semantic relations. 

In addition to data analysis tools, Text+ also supports researchers with a tool 

switchboard, which matches data with appropriate data analysis or visualization tools. 

The Language Resource Switchboard [19, 20] is a very useful tool for researchers 

who are aware of data resources that are relevant for their research projects, but who 

may not be fully aware of the data analysis tools that can be used on these datasets. 
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Fig. 12. Visualizing semantic relations in Rover for GermaNet 

6. Access to protected materials 

With the large amount of legacy data and data with other legal and ethical constraints, 

Text+ is exploring ways for researchers to get access to textual materials that are still 

under copyright. To be on the safe side, it is still common practice in Germany to 

apply this protection to most resources published since the year 1920. The German 

National Library (DNB) has the mandate to collect all works published in Germany 

or about Germany, starting with the beginning of the 20th century. So in principle, 

the Text+ data center at the DNB could make all these materials available for non-

commercial research purposes, if it were not for the fact that most of these materials 

are still under copyright. In view of the growing number of digital data, the European 

Union and its member states have reviewed and revised their copyright laws. For 

Germany, there is a new law that permits access to copyrighted materials for the 

purposes of text and data mining. But this does not give permission to individual 

researchers to distribute such materials. Text+ is currently investigating how 

copyrighted materials can be aggregated in digital form and made available for 

research in such a way that it does not violate copyright law. Obviously, this is a 

major issue for a research data infrastructure that focuses on textual data and language 

data more generally. 

The strategy that Text+ is currently considering for this purpose is to utilize a 

range of derived text formats for textual sources. The German copyright law [24] 

does not provide clear criteria for evaluating whether a given derived text format 

infringes copyright or not. However, current legal practice recognizes three criteria: 

recognizability, reproducibility, and enjoyment of the work (See, for example,  

[46, 47] for a detailed discussion of the issues involved).  

What is still under investigation and a topic of active research in Text+ is to 

what extent different derived text formats comply with the current copyright 

legislation – at least on a national scale. [48] identify six different text formats of this 

kind and investigate the usefulness of each derived text format for the following 
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research areas in Digital Humanities: stylometry, the extraction of distinguishing 

features from a text, topic modelling, sentiment analysis, network analysis, text re-

use, and language modelling. At the same time, [48] assess the legal criteria of 

recognizability, reproducibility, and enjoyment of the work. The authors of that study 

summarize their assessment in an overview table in their paper. Table 1 is an English 

translation of their original table ([48] use a three-valued classification scheme green, 

red, and yellow, which correspond to “yes”, “no”, and “maybe”). 
 

Table 1. Overview of derived textformats, their usefulness and a first legal assessment, 

adapted from [48] 
Derived text format Usefulness for research Legal assessment 
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Scrambling of token sequences 
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Selective masking of tokens 
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N-grams 
- o - - - - + o o + 

Static word embeddings 
+ - - - - - + + + + 

Contextual word embeddings 
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The six different derived text formats which [48] investigate include four 

existing representational formats: term-document matrices, which were first 

proposed for information retrieval purposes; n-gram representations, which were first 

proposed for language modelling purposes in Computational Linguistics; static word 

embeddings such as word2vec [49] and GloVe [50]; and contextual word embeddings 

such as BERT [51]. Each of these four representations can be used as the basis of a 

derived text format. A term-document representation of a text or a text collection 

abstracts away from the linear order of tokens in each document. Thus, it offers 

protection from the ability to reconstruct the original text and from being able to 

recognize the original text. Static or contextual word embeddings can be used in a 

derived text format where the word tokens in the original texts are substituted by their 

corresponding word embeddings. Static word embeddings offer a single vector 

representation per word or subword, depending on the tokenization that was used in 

training the embedding model. Contextual word embeddings offer more fine-grained 

context-dependent representations of word tokens, rather than a single vector per 

word. As long as there is no explicit link between the words or word tokens of the 

original text and the corresponding embeddings, it is not possible to reconstruct or to 

recognize the original text from the derived word embedding representations. 
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However, as [48] point out, numerical representations of word embeddings cannot be 

directly interpreted by humans. 

An n-gram representation of a text will directly preserve sequence information 

of the original text only up to the level of the longest n-grams. However, it may be 

possible to interpolate sequences of tokens that exceed the length of the longest n-

grams from combining n-grams of different lengths whose boundaries overlap. Thus, 

it is an open question under what conditions it is possible to reconstruct the original 

text from an n-gram characterization or whether it is possible to recognize the original 

text. The same uncertainty holds for the two derived formats that [48] propose in 

addition to these four existing representational formats discussed already: scrambling 

of word sequences from the original text and selective masking of individual tokens 

in the original text by part-of-speech labels (These two formats can be parameterized 

in the following way: for the scrambling approach, the length of the word sequences 

can be adjusted; for the selective masking approach, the number of word classes that 

are used for masking can be fine-tuned).  

While the study by [48] offers a valuable first point of orientation, further 

research on derived text formats is still necessary. As Table 1 shows, a positive legal 

assessment of a derived data format does not correlate well with a positive assessment 

of the usefulness for research. [48] also point out that the set of possible derived text 

formats is by no means restricted to the six formats that they considered. Moreover, 

[48] only consider derived formats in isolation. However, what if a Text+ data center 

wants to release more than one derived data format for a source text (collection) that 

is still under access protection? Is it possible to enjoy the original work, recognize 

the original text(s), or reconstruct them from a combination of derived data formats? 

These are all open questions that Text+ still needs to investigate, before it can 

distribute derived data formats to its communities. 

7. Summary and outlook 

In addition to the legal aspects outlined in the previous section, Text+ is also 

addressing ethical and social issues of research data provenance. Such questions 

arise, inter alia, in the area of language documentation for minority languages and 

endangered languages, two data domains that participating institutions of Text+ are 

collecting research data on and are sharing with their research communities. Here the 

rights of minority populations or indigenous people are at issue. 

Text+ is by no means the only NFDI consortium that is concerned with legal 

and ethical issues. NFDI consortia - in the Life Sciences and in Medicine face ethical 

and legal issues with respect to patient data or data on the human genome. For a cross-

disciplinary research data infrastructure such as the NFDI, it is therefore imperative 

to develop common guidelines for legal, social, and ethical aspects of research data 

management and data sharing. 

In order to facilitate cross-disciplinary dialogue and the development of 

common guidelines, the NFDI has formed five special sections for topics that cut 

across different disciplinary NFDI consortia. In addition to the section on Ethical and 

Legal issues [52], there are sections on the cross-cutting topics of (Meta-)data, 
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Terminologies, Provenance [53]; of Common Infrastructures [54]; of Training & 

Education [55]; and of Industry Engagement [56]. Each of these sections has written 

a section concept that is published on zenodo. Text+ is contributing to all of these 

cross-disciplinary sections. 

Due to space restrictions, we will mention only two additional areas of active 

involvement of Text+ in cross-cutting sections of the NFDI. The issue of language 

and text collections as data resources with commercial value has recently become a 

major topic in the context of large language model applications such as 

conversational AI. It is therefore necessary for Text+ to identify common interests 

and seek collaborations with industrial partners. What Text+ can offer in such 

collaborations is access to high-quality data that have been carefully curated and can 

be used under transparent license conditions. These activities are currently 

coordinated through the NFDI section on Industrial Relations. In the NFDI section 

on Education and Training, Text+ is promoting the concept of data literacy among 

researchers in the Humanities and Cultural Studies. 

Support for the Text+ user communities is, of course, not restricted to the 

conceptual work in the NFDI section on education and training. Text+ is organizing 

training events for researchers at different stages of their careers, but with special 

emphasis on doctoral and post-doctoral researchers. Such training events are 

organized on a continuous basis, often in conjunction with annual conferences of 

participating Text+ disciplines. Support for individual researchers is channeled via 

the Text+ helpdesk. The helpdesk offers the possibility for researchers to field 

specific questions to the participating institutions of Text+. Such questions often 

concern topics such as the drafting of research data management plans, the hosting 

of research data by Text+ data centers, the use of specific collections of research data, 

or the use of specific software tools offered by Text+. 

Ultimately, the success of Text+ will depend on the active involvement of its 

user communities. In order to facilitate this involvement, Text+ has formed four 

coordination committees with its communities. These committees are addressing the 

future development of the Text+ portfolio of research data and infrastructure services. 

The members of these committees are representatives from the relevant professional 

organizations in the scientific disciplines that participate in Text+. The coordination 

committees meet on a regular basis to give feedback on the progress of Text+ and to 

select cooperation projects proposed by institutions that are not already part of the 

Text+ consortium. Such proposals are solicited via an open call that is addressed to 

universities and other research institutions in the fields of Humanities and Cultural 

Studies that are interested in integrating their research data and services into the 

Text+ research infrastructure and are prepared to share their data via Text+. 

Needless to say, the construction of a national research data infrastructure will 

require considerable time and concerted effort by many stakeholders. It is 

encouraging to see that the German government has identified this effort as a matter 

of national priority. Currently, the funding of the NFDI is guaranteed until 2026. 

However, talks are already under way to extend the funding for the NFDI with the 

ultimate goal of funding a national research infrastructure on a permanent basis. 
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Text+ is a collaborative effort by more than thirty research institutions across 

Germany with a total of well over 100 researchers. While the co-authors of this paper 

have prepared its contents and take responsibility for any errors that may have 

occurred, the work reported here is carried out by a large group of colleagues in Text+ 

and predecessor projects CLARIN-D, DARIAH-DE, and CLARIAH-DE. Their 

contributions are hereby acknowledged with deep appreciation and collegial 

gratitude. In addition, we thank all colleagues from the other NFDI consortia and 

from the NFDI directorate for their collaboration on cross-cutting NFDI issues. 
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Appendix A. Online Resources FIRST APPENDIX 

The following online resources have been mentioned and referenced in the text. All 

links were last visited in July 2023, but each of them is expected to be persistent. 
• Archiv für Gesprochenes Deutsch, https://agd.ids-mannheim.de/  

• BAS Webservices, https://clarin.phonetik.uni-

muenchen.de/BASWebServices/interface  

• CLARIAH-DE, project to merge CLARIN-D and DARIAH-DE, https://www.clariah.de  

• CLARIN, European Research Infrastructure Consortium (ERIC), https://www.clarin.eu 

https://agd.ids-mannheim.de/
https://clarin.phonetik.uni-muenchen.de/BASWebServices/interface
https://clarin.phonetik.uni-muenchen.de/BASWebServices/interface
https://www.clariah.de/
https://www.clarin.eu/
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• CLARIN-D, German chapter of the European CLARIN infrastructure network, 

https://www.clarin-d.net  

• Deutsches Referenzkorpus (DeReKo), https://www.ids-mannheim.de/digspra/kl/ 

projekte/korpora/ 

• Deutsches Textarchiv (DTA), https://www.deutschestextarchiv.de/ 

• Text+ Federated Content Search (FCS), https://fcs.text-plus.org/ 

• GermaNet Rover, https://weblicht.sfs.uni-tuebingen.de/rover/ 

• KorAP, https://korap.ids-mannheim.de/  

• Language Resource Switchboard, https://switchboard.clarin.eu/ 

• German national research data infrastructure NFDI, https://www.nfdi.de/  

• NFDI4Culture, https://nfdi4culture.de/  

• NFDI4Memory, https://4memory.de/  

• NFDI4Objects, https://www.nfdi4objects.net/  

• NFDI-Section: Ethical and Legal issues, https://www.nfdi.de/section-elsa/ 

• NFDI-Section: (Meta-)data, Terminologies, Provenance, https://www.nfdi.de/section-

meta/ 

• NFDI-Section: Common Infrastructures, https://www.nfdi.de/section-infra/ 

• NFDI-Section: Training & Education, https://www.nfdi.de/section-edutrain/ 

• NFDI-Section: Industry Engagement, https://www.nfdi.de/section-industry-

engagement/ 

• Online Wortschatz-Informationssystem OWID, http://www.owid.de 

• spaCy, https://spacy.io/  

• Text+ webpage, https://www.text-plus.org  

• TextGrid Repository, https://textgridrep.org/  

• TüNDRA, https://weblicht.sfs.uni-tuebingen.de/Tundra 

• Verzeichnis der im deutschen Sprachbereich erschienenen Drucke des 16. Jahrhunderts (VD 

16), English: Register of printed works of the 16th century published in German-speaking 

countries (VD 16), http://www.vd16.de  

• Verzeichnis der im deutschen Sprachraum erschienenen Drucke des 17. Jahrhunderts (VD 17), 

English: Union Catalogue of Books Printed in German Speaking Countries in the 17th Century 

(VD 17), http://www.vd17.de  

• Verzeichnis Deutscher Drucke des 18. Jahrhunderts (VD 18), English: The Index of 18th 

century German prints (VD 18), http://www.vd18.de 

• Voyant tools, http://voyant-tools.org/  

• WebLicht, https://weblicht.sfs.uni-tuebingen.de/ 

• Wortschatz Leipzig, https://wortschatz.uni-leipzig.de/de 
 

Received: 12.11.2024; Accepted: 26.11.2024. Fast-track. 
 

 

https://www.clarin-d.net/
https://www.ids-mannheim.de/digspra/kl/projekte/korpora/
https://www.ids-mannheim.de/digspra/kl/projekte/korpora/
https://www.deutschestextarchiv.de/
https://fcs.text-plus.org/
https://weblicht.sfs.uni-tuebingen.de/rover/
https://korap.ids-mannheim.de/
https://switchboard.clarin.eu/
https://www.nfdi.de/
https://nfdi4culture.de/
https://4memory.de/
https://www.nfdi4objects.net/
https://www.nfdi.de/section-elsa/?lang=en
https://www.nfdi.de/section-meta/?lang=en
https://www.nfdi.de/section-meta/?lang=en
https://www.nfdi.de/section-infra/?lang=en
https://www.nfdi.de/section-edutrain/?lang=en
https://www.nfdi.de/section-industry-engagement/?lang=en
https://www.nfdi.de/section-industry-engagement/?lang=en
OWID,%20http:/www.owid.de
https://spacy.io/
https://www.text-plus.org/
https://textgridrep.org/
https://weblicht.sfs.uni-tuebingen.de/Tundra
http://www.vd16.de/
http://www.vd17.de/
http://www.vd18.de/
http://voyant-tools.org/
https://weblicht.sfs.uni-tuebingen.de/
https://wortschatz.uni-leipzig.de/de

