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Abstract: In the present study, Krill Herd (KH) is proposed as a Feature Selection 

tool to detect spam email problems. This works by assessing the accuracy and 

performance of classifiers and minimizing the number of features. Krill Herd is a 

relatively new technique based on the herding behavior of small crustaceans called 

krill. This technique has been combined with a local search algorithm called Tabu 

Search (TS) and has been successfully employed to identify spam emails. This method 

has also generated much better results than other hybrid algorithm optimization 

systems such as the hybrid Water Cycle Algorithm with Simulated Annealing 

(WCASA). To assess the effectiveness of KH algorithms, SVM classifiers, and seven 

benchmark email datasets were used. The findings indicate that KHTS is much more 

accurate in detecting spam mail (97.8%) than WCASA.  

Keywords: Krill Herd Algorithm, Tabu search, Metaheuristic Algorithm, Feature 

selection, Hybridization. 

1. Introduction 

Accurately detecting spam emails has become a significant problem in everyday life 

due to the high volume of emails sent. For this reason, many researchers including 

[15, 36] have attempted to identify the main challenges associated with standard spam 

email classifiers. Moreover, researchers continue to investigate the performances of 

different text classifiers in detecting spam emails [8, 18, 20, 29, 34, 35]. 
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The most significant challenge surrounding in-text classifiers is the vast number 

of features involved. Sometimes, it may be possible to reduce the number of features 

by extracting the key semantics from texts. However, this is often impossible because 

deleted items can contain important features [14, 17, 38, 41]. 

Thus, when it comes to spam classifiers, the vast number of FS is a significant 

problem. Several researchers have attempted to address this issue in the past using a 

variety of methods including chi-squares to reduce the number of features. However, 

such researchers failed to mention the effects that these reductions have had on the 

performance and efficiency of classifiers [8, 22, 23, 43]. 

Metaheuristic optimization is a process in which metaheuristics are employed 

to select the optimal solutions from a variety of potential solutions (in the present 

work, this is the classifiers’ performance). Optimization plays an essential role in 

verifying important features of spam classifiers [1, 21]. Additionally, there is a great 

deal of ambiguity surrounding the impacts that FS optimizations have on different 

Support Vector Machines (SVM), which is another significant problem.   

Given the points discussed above, several questions are put forward in the 

present study. Firstly, which level of optimization is needed to overcome the 

weakness of the vast number of features? Secondly, is the combined process of using 

KHFS with TSFS more effective than using WCSAFS? And finally, how is the 

performance of SVM as a spam detection tool impacted by a reduction in the number 

of features? 

The present study will attempt to address all of the questions presented above, 

with a particular focus on using hybrid Krill Herb Optimizations (KHO) with Tabu 

Search for feature selection to address the issue of vast numbers of features. 

Moreover, the SVM and its hybrid use with KHO for feature selection will be 

assessed. The study will serve as an important contribution to research in the field of 

detecting and categorizing emails and will help enhance the efficiency and 

effectiveness of spam classifiers. 

The remainder of this paper will thus be structured as follows: in Section 2, a 

literature review citing several previous studies on the topic will be presented. 

Subsequently, in Section 3 proposed KH and TS will be discussed, after which the 

experimental and analytical findings will be presented. Finally, conclusions will be 

made in the final section.  

2. Relevant literature 

No unified or standard definition of spam has been developed. In a majority of cases, 

it is defined as unwanted emails. However, it is important to note that not every 

undesired e-mail is spam. On the other hand, [4], and [8] suggest that spam could be 

defined as unsolicited commercial e-mails. However, spam is not just advertising 

material. 

A text classifier is a tool used to identify spam emails. [24] Created a spam 

classifier using SVM combined with BOW to extract data. The findings revealed that 

combining SVM with a Gaussian Kernel was more effective than using SVM with a 

Polynomial Kernel or Linear Kernel. Similarly, [11] employed BOW to compare 
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SVM with AdaBoost and RF and revealed that SVM was more effective as a 

classifier.  

Although there has been a continuous, significant increase in the amount of 

machine-readable information produced, the capabilities of interpreting and 

understanding this information have not been able to keep up. [10] Explain that 

machine learning tools enable large quantities of text to be automatically organized 

and feature selection plays a vital role in machine learning [5, 6] Feature selection 

can identify the most important features in learning by implementing a learning 

algorithm to predict the features that are most beneficial for analysis [18, 20, 29,  

33-35, 40, 42]. 

Moreover, common machine-learning algorithms developed upon test theories 

have frequently been used for correlation-based feature selection. These tools can be 

used to address various natural and artificial problems. Feature selection is a quick 

and easy process to carry out. It removes irrelevant information and ultimately 

enhances the efficiency of learning algorithms. Additionally, this method has been 

found to produce results similar to those of advanced feature selectors whilst also 

requiring less computation. The present work will focus on identifying methods that 

can be used to reduce the vast number of features whilst simultaneously enhancing 

the efficiency of spam detection tools [10, 36]. 

As it can enhance the accuracy of ML and training efficiency feature selection 

is a vital process. Even though several FS filter approaches have already been 

developed, efforts are still being made to create new, innovative approaches to 

address FS issues. FS algorithms are both simple and time-efficient, which makes 

them ideal for addressing issues with feature selection [19]. Assert that several 

important features must be included to account for the shortcomings of available 

measures to create effective FS solutions. 

However, it is important to note that different FS approaches have different 

impacts on learning frameworks. Many researchers are thus attempting to create new 

techniques to address FS and cruse dimensionality issues, with spam classifiers being 

a particular topic of focus.  There are several reasons for which FS approaches may 

be used, including to simplify data, enhance performance and visualization, and 

reduce the dimensionality of features [22, 23, 39, 56]. To address the latter issue of 

dimensionality reduction, several different approaches have been developed 

including IG, Chi-Square Statistic, MI, TS, and DFT. [3, 21] Explained that feature 

selection algorithms are problem-dependent, with feature dependencies being largely 

ignored. The present research will thus investigate other FS approaches (i.e., meta-

heuristic algorithms). 

To search for a specific area for candidate solutions, a local search technique 

called an algorithmic method’ can be used. In this process, a candidate solution is 

sought from the direct neighborhood (which is determined using local information). 

This process continues until a termination condition is fulfilled. This is a single-based 

method and commences with an initial candidate solution. If a solution cannot be 

identified in the direct neighborhood, then the process moves to the neighbors to 

identify a solution to the present issue and the expansion continues until the search 

condition is met. What’s more, a solution from the neighborhood is only accepted if 
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it outperforms the other possible solutions in the candidate sets. In prior studies, 

researchers have used single-based approaches including SA, Hill climbing, and Tabu 

Searching [7, 9, 22].  

Several studies have employed hybrid single-based methods to enhance their 

performance. Generally speaking, a local search is more attractive in terms of 

exploitation than a population search. Moreover, several existing studies have used 

hybrid methods combining both local and global searchers to identify “data 

classifiers” for data mining. An example of this is a study [9], in which a hybrid 

optimization algorithm was used. This algorithm simulated the annealing of spam 

classifiers. Additionally, the hybrid water algorithm is considered to be a global 

search, which is as powerful as a local search. It was found that the interleaved 

hybridization was much more effective in feature selection algorithms and 

demonstrated an accuracy of 96.3%. The SVM was found to be the most effective 

classifier algorithm, showing an f-measurement of 96.3%. When employing 

interleaved Water Cycle and Simulated Annealing in a hybrid approach, the number 

of features was successfully reduced by more than 50%.  

On the other hand, [1] employed a new text-clustering approach. They 

developed an improved krill herd algorithm, which they collaborated with a hybrid 

function called MMKHA. The researchers put forward this approach as an effective 

clustering technique that achieved promising results. The findings indeed revealed 

that the new krill herd algorithm with hybrid functions successfully produced better 

results than other algorithms for all datasets. 

The following observations were noted from the literature review: (i) even 

though several studies have explored how the efficiency and effectiveness of spam 

classifiers can be improved, there have been very few investigations into how FS can 

be optimized to enhance spam classification; (ii) it remains challenging to identify 

the key features involved in spam classification because existing FS techniques do 

not take into account the relationship between the features. The present research thus 

intends to investigate optimization algorithms; (iii) efforts are still being made by 

academics in this field to assess different FS methods, FS optimization, and spam 

classifiers. 

As previously stated, there are several issues relating to spam classification. 

Moreover, the performance of the employed classifiers is impacted by the features 

used during the spam classification process. As far as feature-selection issues are 

concerned, it is crucial to identify the most significant features so that other processes 

are not affected [27]. The present work attempts to address these issues by developing 

a new feature selection method in which KHS is used to classify spam. The key FS 

problems are the dependency of features and the relationship between them. In prior 

research, several methods (including Chi-squares, information-gain FS, and term 

frequency probabilities) have been carried out to address these issues. However, these 

methods do not take into account FS comparisons. It is thus essential to use 

optimization algorithms (such as FS) to select the optimal features, and to 

subsequently assess their performance in spam classification processes. 
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3. Proposed method 

In this research, an experimental methodology was employed to create a spam 

classification system with enhanced quality and performance. The researcher also 

wanted to implement KH to reduce the number of features during the feature selection 

process [49-51]. In Table 1, the seven spam email datasets used in the study are 

presented. The datasets were separated so that they could be cross-validated. K-fold 

cross-validation is a process involving the use of K-5 folds for training and validation 

purposes. On the other hand, the leftover folds may be used for testing. In the process, 

a maximum of 100 will be performed (MI=1000). Additionally, the total Number of 

Krill (NK) performed will be 30 and the total Number of Runs (NR) will be 1. The 

research model proposed for spam email detection is presented in the Fig. 1. 

 

 
Fig. 1. Research model for spam email classification 

3.1. Groundwork and induction phase 

The groundwork performed in this research to identify spam classification problems 

is discussed in this section. Also, existing studies that have investigated the identified 

issues will be cited. Through the presentation of the literature review, the researcher 

aims to identify the shortcomings of existing algorithms and approaches commonly 

used in spam classification [52-55]. Designing the initial spam classification process 

for the model put forward in this work is the primary activity that will take place 

during the induction stage. During this stage, the improvement phase will be iterated. 

Additionally, a suitable programming language will be used to develop a KH feature-

selection process. Pre-processing (i.e., the filtering out of irrelevant data from emails, 

word lists, term representations, and stop word lists) is the key activity in this phase.  

To achieve this, a TFIDF weighting approach will be employed. Subsequently, 

alternative spam classifiers will be constructed, which will ultimately determine how 

the initial solution to enhancing spam classifiers will be constructed. 

 

Phase 1 (Groundwork) 

Problem Identification 

Detection and Identification 

Phase 4 (Evaluation and comparison quality) 

Accuracy Measurement and number of features 

Phase 2 (Induction) 

Preprocessing and constructive 

Pre-processing and constructive 

Phase 3 (Improvement) 

1. Employ KH as feature selection. 

2. Hybrid between KHFS with TSFS. 

3. Effect the OFS on SVM classifier. 
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3.2. Improvement phase 

In this phase, the primary objective is to enhance the performance of spam 

classification in two key ways. Firstly, the most important terms must be extracted 

and non-relevant terms must be eliminated. Secondly, the number of features chosen 

in the preceding stage must be reduced to enhance the efficiency of the process. To 

achieve this, the similarity between accuracy values should be maximized.  

3.2.1. The proposed krill herd feature selection method 

In this research, we put forward a pure Krill-herd search-based algorithm for use in 

feature selection algorithms. Krill Herd (KH) is a new, innovative type of swarm-

based metaheuristic optimization algorithm that is based on the herding behaviors of 

krill in the ocean. In the KH optimizations process, the objective function is 

calculated as the least distance between the food location and a krill’s position. This 

technique is more effective than many advanced metaheuristic algorithms in many 

areas. In this section, standard KH is employed. The values of the solutions are 

continuously assessed and updated in the search space. 

The algorithm proposed in this research is developed using a vector-space 

model. Thus, every term is representative of multi-dimensional term spaces, and each 

email (di = (wi1, wi2, ..., win)) is considered to be a vector in the term space. Moreover, 

in the algorithm, there are different numbers (n) of terms.  Additionally, every 

potential email detection solution is a vector of features. Therefore, the feature 

selection problem is rendered an optimization task that requires the identification and 

use of optimal features as opposed to all features. In this way, feature selection quality 

was chosen to be the objective function, and krill herd feature selection was employed 

as a means of optimizing the objective.  

In the proposed algorithm, there are several representations in which F 

(Features) is codified as a set in a vector of length m; M represents the number of 

features, as presented in Fig. 2. Each element involved in this vector is labeled 

according to whether the features are selected or eliminated. Fig. 2 shows an example 

of a solution representation, in which 8 features {1, 2, 5, and 8} have been selected. 

All other features {3, 4, 6, 7} were eliminated. 

 
1 2 3 4 5 6 7 8 

1 1 0 0 1 0 0 1 

Fig. 2. Representation of the chosen features 

There are three key movements involved in the updating of each krill’s position 

in KH, namely: movement affected by others; foraging action; and random physical 

diffusion. 

The position of a krill can be idealized in the following way:  

(1)   dxi /dt = Ni+ Fi+ Di.  

In this expression, Ni, Fi, and Di represent the three previously discussed movements. 

The target, local, and repulsive effects are used to approximately calculate the 

induced direction (αi,) of the first motion. Thus, Krill’s first motion can be idealized 

as follows: 
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(2)   Ni
new = Nmax αi + ωn Ni

old.  

Here, Nmax represents the maximum speed, whilst ωn represents the weight of 

the first motion, and Nold is the final motion. 

Two factors impact the second action: the food position and the information 

relevant to it. 

This motion for krill i can be expressed in the following way:  

(3)  Fi =Vf βi + ωfi
fold,  

(4)  βi = βfood
i+ βbest

i,  

is the final foraging motion. In this equation, Vf represents the foraging speed, ωfold 

represents the weight and fold random searching, physical diffusion is crucial. It 

allows a global search (exploration) to be conducted as part of the overall search 

process. This action can be expressed in the form presented below: 

(5) Di = Dmax δ.  

In this equation, Dmax represents the maximum diffusion speed, whilst δ is the 

random number.  

A Krill’s time-related position can be expressed using the following equation, 

which is based on the three actions discussed above: 

(6) Xi(t + Δt)=Xi(t)+Δt dxi/dt. 

 

KRILL Herd Algorithm 

Step 1. Initialization. (Initialize the generation counter G, the population P of 

NP krill randomly, Vf, D
max and Nmax ). 

Step 2. Fitness Evaluation. Calculate fitness for each krill according to its 

initial position. 

Step 3. while G < MaxGeneration do 

Sort the population according to their fitness. 

For i=1:NP(all krill) do 

Perform the following motion calculation . 

Motion induced by other individuals 

Foraging motion 

Physical diffusion 

Implement the genetic operators 

Update the krill position in the search space. 

Calculate fitness for each krill according to its new position. 

End for i 

G = G + 1. 

Step 4. end while 

End. 

Fig. 3. Krill herd pseudo-code 

The TS is a Metaheuristic Algorithm that enables flexible movements to be 

made, which deviates away from a local. In the TS, a new search movement is 

selected and the assessment of previous solutions is subsequently prohibited. The 

following elements are involved in basic TS:  

https://www.sciencedirect.com/topics/computer-science/metaheuristic-algorithm
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Tabu List. This tool gives the algorithm a short-to-medium-sized memory. In 

other words, movements from prior searches are memorized and disabled. These 

moves are otherwise known as Tabu Moves.  

Tenancy Period. This term refers to the length of time (i.e., number of 

iterations) for which Tabu Moves are banned by the Tabu List. A comprehensive 

outline of the TS Algorithm procedure is presented by [31] gives a comprehensive 

and general procedure for the TS Algorithm. 

 

Step 0. Choose an initial solution s0 ∈ S. Initialize the Tabu List L0 = ∅ and 

chose a list tabu size. Establish k = 0. 

Step 1. Assess the viability of the neighbourhood (N(Sk)) and eliminate inferior 

items on the tabu list (Lk). 

Step 2. Choose the subsequent movement (Sk + 1). This will be either N(Sk) or 

Lk, depending on which option is best. After this, Lk+1 must be updated.  

Step 3. If a termination criterion is fulfilled, then the process can be stopped her. 

If not, k=k+1 must be performed, after which one must return to Step 1. 

Fig. 4. Tabu search pseudo-code 

3.2.3. The proposed approach (hybridization krill herd and tabu search) and improved 

SVM 

Feature selection is a tool that is frequently used to solve binary optimization issues. 

It limits solutions to specific binary numbers (i.e., 0, 1). When using a KH Algorithm, 

a binary value for the version must be created first. Subsequently, one must consider 

the solution needed in this situation, which should be employed as a single-

dimensional vector to calculate the total length of the vector. This calculation is made 

based on how many attributes are present in the original dataset. Each value in the 

vector is represented using the values 1 or 0, with the former indicating that the 

corresponding attribute has been chosen. If this is not the case, the value will be 

presented as 0. 

When creating and defining a metaheuristic tool, there are two somewhat 

contradictory criteria to take into account, namely the diversification and exploitation 

of search space. These factors are crucial in determining the best possible solutions 

[32]. Metaheuristic algorithms can be broadly categorized into two key types, 

depending on the criteria used. The first type is population-based (which includes 

techniques such as swarm intelligence and evolutionary algorithms) algorithms. Such 

algorithms are exploration-based. The second type is single solution-based 

algorithms (such as local searches and Tabu Searches). These algorithms are 

exploitation-based. It is crucial to establish an effective balance between the two to 

ensure that an algorithm will perform well in searching procedures.  

It is thus widely accepted that TS can enhance the use of KH algorithms. In other 

studies, different formats have been employed to test different feature-selection 

algorithms. However, as far as we are aware, our research is the first of its kind to 

combine KH and TS algorithms in hybrid form for FS spam email detection. Both 

algorithms have powerful properties, and combining them can achieve significantly 
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improved results. This hybridization improves the performance and efficiency of the 

KH Algorithm.  

In this section of the paper, the efficiency of the hybrid algorithm in the newly 

proposed feature selection process will be examined. The key objective here is to 

determine whether the combination of the two algorithms enhances the results of the 

KH Algorithm. To ensure that the optimal results were produced using the algorithm 

in the newly proposed model, a TS approach developed based on pipeline 

methodology is used when KH finishes. This also makes the algorithm more robust. 

Moreover, the application of tournament selection creates a stronger approach to 

identifying the algorithm’s diversity. As the methodology gives all individuals a 

chance to be selected, his methodology can be used to identify all search agents 

present in a specific population dataset. 

The new KH Algorithm enables more efficient optimization results to be 

achieved. In the primary algorithm, a blind operation is used. Thus, the process 

involves the operator, who exploits the algorithm. This occurs regardless of the 

solution’s fitness value. At this stage in the investigation, the operator is replaced 

with a local search in which a simple solution is considered to be the initial state. The 

system continues to work on the solution until the original solution is finally replaced 

with an actual result. The system is incredibly robust due to the hybridization between 

these two actions (global search (KH) and local search algorithm (TS)).  

In the new combined algorithm, the local method formed part of the KH 

Algorithm. Once each iteration round had been completed, the best Np vector was 

selected by the TS to serve as the initial point. Subsequently, the Np is updated if the 

locally-optimized vectors are found to have a better fitness value than the Np. This 

continues until the stopping point is reached.  

In essence, feature selection is a multi-objective optimization tool that can be 

used in situations where identifying the best solution is difficult. The key objective 

of applying a selective optimization method is to reduce the number of selected 

features and to achieve the highest level of classification accuracy. In simpler terms, 

the smaller the number of selected features, the higher the chances of achieving an 

effective classification solution. 

Furthermore, to assess all of the potential solutions, the proposed fitness-

selection model and final publisher are used. This evaluation process requires the use 

of an SVM classifier to determine the accuracy of the classification solution and to 

identify the number of selected features in the solution. The fitness function presented 

below in the next equation is used in the TS and KH algorithms to assess the search 

agents. This ensures that a balance is achieved between all selected features in the 

minimum solutions. It also ensures that the feature selection process is as accurate,  

(7) fitness =  𝛽𝛾𝑅(𝐷) + α 
|𝑅|

|𝑁|
. 

In this equation, 𝛾𝑅(𝐷) represents the rate of classification error for a specific 

classifier; whilst |𝑅| represents the chosen subset’s cardinality. Additionally, |𝑁| 
represents the total number of features present in the dataset, and α and β identify the 

relevance of the classification quality and subset length. The symbols α ∈ [0, 1] and 

β = 1 – α are taken from the works conducted by [12, 23]. 
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4. Evaluations and comparisons in the quality phase 

4.1. Accuracy 

The equation below can be used to calculate the relationship between the classifier 

and the data positive label:  

(8) ACC = ((TP+TN)/ (TP+TN + FP+FN)) ×100%.  

4.2. f-measurement 

The equation below can be used to calculate a classifier’s effectiveness in identifying 

positive labels: 

(9) F(i, j) = 
2Recall (𝑖,𝑗)Precision (𝑖,𝑗)

Recall (𝑖,𝑗)+Precision (𝑖,𝑗)
.  

4.3. Experimental datasets 

In this section, the datasets employed to explore different email classifications will 

be discussed. Several well-known spam email classification datasets were used in the 

research performed by [26], such as the Spam-Base dataset (eight studies) and, the 

Enron dataset (6/20 studies in multi-folder email categorization). Moreover, it is 

important to note that emails can contain a variety of phishing targets. This provides 

information about the materials involved. In most cases, researchers have employed 

Phishing Corpus to categorize spam and phishing emails and to combine different 

methods to create spam detection systems [26].  

The final dataset in the present study was taken from the Spam Assassin public 

mail corpus. Altogether, 9346 records with 90 features were included in this dataset. 

Each piece of data in the set has been labeled as either “Ham” or “Spam”, with 6951 

being labeled as ham emails and 2395 as spam emails. In other words, around 25.6% 

of the emails were classified as “spam”. However, this causes an evident imbalance 

in the data, thus rendering the analysis process more difficult [13] Table 1 below 

shows all of the available email classification datasets and information about them. 

Table 1. Summary of the Spam Datasets 

Document set Source Number of emails 
Number of 

features 

DS1 
Spam Base: 

http://archive.ics.uci.edu/ml/data 

sets/Spambase 

Total 4601 emails  

(spam = 1813 and ham = 

2788) 

After run code 

DS2 
Enron Spam Corpus 

http://www.aueb.gr/users/ion/dat 

a/enron-spam/ 

Total 30,041 emails  

(spam = 13,496 and ham 

= 16,545) 

After run code 

DS3 
Spam Assassin public mail corpus 

http://spamassassin.org/ publiccorpus/. 

Total 9346 emails 

(spam = 2395 and ham = 

6951) 

After run code 
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4.4. Assessing the effectiveness of KH algorithms and other optimization techniques 

in feature selection 

The results of the KH algorithm and other optimization algorithms are discussed in 

this section. It will also be noted whether the algorithm is a local or global search 

algorithm and whether any hybridization was involved (WCA PSO, HS, SA). 

Table 2. Accuracy results for KH and other optimization techniques when SVM is used 

Dataset PSO HS WCA  SA TS KH 

Enron1 0.905 0.855 0.919 0.875 0.773 0.917 

Enron2 0.938 0.904 0.944 0.93 0.89 0.952 

Enron3 0.936 0.811 0.93 0.929 0.902 0.939 

Enron4 0.810 0.796 0.859 0.827 0.783 0.896 

Enron5 0.943 0.887 0.951 0.891 0.880 0.965 

Enron6 0.872 0.765 0.879 0.852 0.841 0.901 

Spam base 0.922 0.808 0.938 0.880 0.855 0.950 

Spam assassin 0.932 0.823 0.939 0.882 0.849 0.958 

 

Table 3. F-measurement results when SVM is used 

Dataset PSO HS WCA SA TS KH 

Enron1 0.9025 0.9040 0.9164 0.874 0.863 0.922 

Enron2 0.9383 0.9073 0.9470 0.871 0.859 0.953 

Enron3 0.9328 0.8242 0.9486 0.905 0.899 0.951 

Enron4 0.8000 0.7903 0.859 0.7886 0.755 0.905 

Enron5 0.9449 0.8871 0.948 0.9213 0.912 0.968 

Enron6 0.8668 0.8016 0.851 0.8288 0.802 0.905 

Spam base 0.9056 0.7441 0.910 0.8486 0.835 0.959 

Spam assassin 0.9078 0.7589 0.914 0.8546 0.8325 0.962 

Table 4. Number of features results when SVM is used 

Dataset Number before select PSO HS WCA SA TS KH 

Enron1 16,383 8313 8293 8189 8253 8500 8177 

Enron2 11,514 10,113 3509 5810 3477 4001 4425 

Enron3 16,382 14,357 4916 7394 3182 3658 4865 

Enron4 15,456 7660 4630 6813 4411 4700 5200 

Enron5 14,696 11,060 4380 6738 4229 4651 4521 

Enron6 16,380 12,360 8160 7948 7682 7700 8258 

Spam base 57 50 28 44 27 32 35 

Spam assassin 90 68 57 48 47 50 51 

4.5. Comparing the KHTS and WCASA with other methods 

The results about the efficiency and effectiveness of the KHTS and WCASA 

algorithms will be discussed in this section. Moreover, the two algorithms will be 

compared to determine which one is most accurate and effective.  

In Tables 5, 6, and 7, the results of the accuracy, f-measurements, and feature 

numbers of the SVM classifiers when KH-TS is used are presented. These results are 

compared with those of the interleaved WCSA optimization feature selection 

algorithm. The findings reveal that, when the interleaved KH-TS was used, a 

minimum number of features was selected. Additionally, the KH-TS was also found 

to be the most accurate (97.8%).   
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Table 5. Accuracy results for (KH-TS) and (WCA-SA) when SVM is used 

Dataset KH WCA Best Accuracy 

Enron1 0.930 0.932 WCSA 0.932 

Enron2 0.962 0.951 KHTS 0.962 

Enron3 0.958 0.94 KHTS 0.958 

Enron4 0.901 0.874 KHTS 0.901 

Enron5 0.978 0.963 KHTS 0.978 

Enron6 0.913 0.895 KHTS 0.913 

Spam base 0.945 0.949 WCSA 0.949 

Spam Assassin 0.951 .0.9486 KHTS 0.951 

Table 6. F-measurement results for (KH-TS) and (WCA-SA) when SVM is used 

Dataset KH WCA Best f-measurement 

Enron1 0.925 0.930 WCSA 0.930 

Enron2 0.972 0.963 KHTS 0.972 

Enron3 0.968 0.951 KHTS 0.968 

Enron4 0.907 0.878 KHTS 0.907 

Enron5 0.972 0.953 KHTS 0.962 

Enron6 0.929 0.869 KHTS 0.929 

Spam base 0.925 0.931 WCSA 0.925 

Spam Assassin 0.959 0.942 KHTS 0.959 

Table 7. Feature-number results for (KH-TS) and (WCA-SA) when SVM is used 

Dataset KH WCA Best Number of features 

Enron1 8010 7810 WCSA 7810 

Enron2 4102 5699 KHTS 4102 

Enron3 4589 7244 KHTS 4589 

Enron4 5200 6410 KHTS 5200 

Enron5 4005 6501 KHTS 4005 

Enron6 5896 7011 KHTS 5896 

Spam base 30 26 WCSA 26 

Spam Assassin 42 40 WCSA 40 

5. Conclusions  

The key objective of the present work was to identify the optimal/near-optimal 

features of a given dataset. As far as the fitness function given in the criteria is 

concerned, the study aims to identify all available feature values in a specific 

classifier for different classes and categories. In this work, a hybrid system involving 

a local and global metaheuristic algorithm (KH-TS) has been proposed. The first step 

in this project was to employ KH as a feature selection method and to optimize the 

fitness function and the relevant features. Secondly, the project attempted to enhance 

the efficiency and effectiveness of the SVM classifier by implementing an interleaved 

hybrid KH- TS algorithm. The accuracy of the system was then compared with that 

of another hybrid optimization system (WC-SA), with the results indicating that the 

KHTS largely outperformed the WCSA (and other techniques such as HS, GA, and 

PSO) in terms of feature selection capacity.  The KH-TS was found to give a 97.8% 

accuracy performance. In future studies, researchers should consider exploring the 

topic in different fields, such as deep learning. Moreover, they may wish to employ 
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a Bag-of-Narratives rather than a Bag-of-Words and to focus on the meanings of each 

word. 
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