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Abstract: One of the methods most frequently used to recommend films is 

collaborative filtering. We examine the potential of collaborative filtering in our 

paper's discussion of product suggestions. In addition to utilizing collaborative 

filtering in a new application, the proposed system will present a better technique 

that focuses especially on resolving the cold start issue. The suggested system will 

compute similarity using the Pearson Correlation Coefficient (PCC). Collaborative 

filtering that uses PCC suffers from the cold start problem or a lack of information 

on new users to generate useful recommendations. The proposed system solves the 

issue of cold start by gauging each new user by certain arbitrary parameters and 

recommending based on the choices of other users in that demographic. The 

proposed system also solves the issue of users’ reluctance to provide ratings by 

implementing a keyword-based perception system that will aid users in finding the 

right product for them. 

Keywords: Recommender system, Collaborative Filtering (CF), Pearson Correlation 

Coefficient (PCC), Cold start problem, Data sparsity. 

1. Introduction 

To tackle data overload, recommender systems have become essential for offering 

personalized suggestions in movies, music, books, news, and web pages. Over the 

past decade, researchers have developed multiple algorithms and systems utilized by 

online platforms like Amazon.com, Netflix.com, and IMDb.com. The randomness of 

vast data makes it challenging for users to choose based on their preferences. 

Addressing this, relevant recommendations play a crucial role [6]. Both service 

providers and users benefit mutually from such systems. Service providers gain 

recognition for their products, while users save time in finding items and services of 

interest. 

Collaborative Filtering (CF) is widely used in recommender systems for its 

transparency and accuracy [2]. It’s a personalized method based on user ratings for 

specific items derived from user feedback. Ratings can be positive engagements, 

where a user clicks on an article, or explicit behavior, where a user rates an item.  
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CF involves two recommendation approaches: model-based, using item/user 

attributes, and memory-based, calculating the similarity between the active user and 

others in the rating system [1, 5]. Users are classified as neighbors of the active user, 

and recommendations are made based on their preferences. In our research, we have 

examined cosine similarity and the Pearson Correlation Coefficient (PCC) [10]. 

Despite success, CF faces challenges like the cold start problem, data sparsity, 

and scalability. Our work aims to enhance system accuracy. CF evaluates similarities 

between users or items with similar interests, demanding substantial computational 

analysis. The project’s primary goal is to ease the cold start issue and data sparsity 

related to users and items. Conversely, items with a significant number of interactions 

will receive well-suited recommendations. 

Objective: 

• The main objective of this project is to overcome the cold start problem; 

• The data sparsity problem is also addressed here; 

• To enhance CF; 

• To reduce both time and cost. 

In this research paper, we address the cold start problem by recommending 

products based on the choices of other users within specific demographics or age 

groups. This approach suggests products popular among users, meeting those criteria 

[8]. Additionally, we have introduced a keyword search option to tackle the issue of 

data sparsity [3]. The research paper is segmented into the following sections:  

Section 1. Introduction (previously covered); Section 2. Notations; Section 3. 

Literature review; Section 4. Problem formulation and methodology; Section 5. 

Metrics; Section 6. Conclusion. 

2. Notations 

The goal of CF techniques, as a type of recommender framework, is to give people 

recommendations for useful products. These strategies deal with a set of users,  

U = {u1, u2, . . . , um}, and a set of products, I = {i1, i2, . . . , in} in the most common 

case. Each user, ui ∈ U, has a related profile comprising the subset of products  

he/she has rated, Iu ⊆ I, and the corresponding rating for each product. Furthermore, 

the subset of clients that have rated a specific product, Ui ⊆ U, is identified. Here  

ua stands for the active user or the user for whom a prediction is being made.  

The ratings typically fall into whole numbers within a specific range, with the  

set of possible ratings being R = {0, 1, 2, 3, 4, 5}. Utilizing client profiles, the  

rating matrix V represents the client ratings. Each element of V, vui ∈ R ∪ φ,  

indicates the rating given by user u ∈ U to product i ∈ I, where the value φ  

denotes that the user has not rated the item yet. The primary objective of the  

CF Algorithm is to forecast the estimation of v in these situations. Let pui ∈ R ∪ φ 

denote the prediction the algorithm makes for the rating of item i ∈ I by client u ∈ U. 

In case the calculation cannot make this prediction we accept, pui = φ. Finally, we 

define the subset of client ratings, vu. = {vui ∈ V | i ∈ Iu}, and the subset of product 

evaluations, vi = {vui ∈ V | u ∈ Ui}. We denote the client mean rating as vu, and the 

product mean rating as v.i. 
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3. Literature review  

CF is one of the most famous strategies utilized in building intelligent recommender 

systems, allowing them to improve recommendations as more information about the 

items is collected. However, there has been a significant reduction nowadays due to 

drawbacks such as the cold start problem and data sparsity. 

Related works and drawbacks of existing model. In CF, we recommend items 

or products based on how similar clients liked the item. For example, let us consider 

two users: A and B. They both share similar interests in movies. User A liked the 

movie “Avengers: Endgame”. While user B has not watched the movie yet, the 

framework suggests this movie to B because it has identified their similar tastes. 

Besides user likeness, recommender systems can also utilize collaborative filtering 

based on item similarity. One of the most commonly used measures of similarity is 

cosine similarity. This method computes the cosine of the angle between two vectors. 

To determine the cosine similarity between items, we use the following formula: 

(1)   cos𝜃 =
𝐀.𝐁

|𝐀||𝐁|
=  

∑ 𝐴𝑖𝐵𝑖𝑖

√∑ 𝐴𝑖
2

𝑖 √∑ 𝐵𝑖
2 𝑖

. 

For our model, vector A, i.e., the user, remains constant. Then, we loop through 

all the products, considering each product as vector B to calculate the cosine 

similarity of each product to our profile. We can also conceptualize these vectors in 

a 3D space. Essentially, the dot product of two vectors divided by the product of each 

vector’s magnitude is known as Cosine similarity. We divide the dot product by the 

magnitude as we are solely measuring the angle difference. Since the cosine of an 

angle of 0 degrees equals one, the cosine similarity increases as the values get closer 

to one. The product that most closely matches the user profile will be suggested using 

cosine similarity. The item-based CF approach does not take into account user ratings 

when using the cosine similarity metric. Adjusted cosine similarity overcomes this 

flaw by deducting the average rating of each respective user from each pair of ratings, 

and is defined as 

(2)   sim(𝑚,𝑛)
Acos =

∑ (𝑟𝑚,𝑖−𝑟𝑖𝑖∈𝐼 )

√∑ (𝑟𝑚,𝑖−𝑟𝑖)2
𝑖∈𝐼 √∑ (𝑟𝑛,𝑖−𝑟𝑖)2

𝑖∈𝐼

,  

where I represent the items commonly rated by users m and n, and rm, i and rn, i are the 

ratings given to the item i by m and n, respectively. Finally, rm and rn represent the 

average ratings given by m and n, respectively. There are numerous ways to measure 

comparability. One measure extensively used in data mining, particularly in CF, is 

Pearson’s Correlation Coefficient (PCC). The PCC Algorithm is a type of memory-

based CF Algorithm. PCC reflects the degree of linear connection between two 

factors, showing the extent to which, the factors are linked, ranging from +1 to –1. A 

correlation of +1 implies a perfect positive linear connection between factors or, in 

other words, two users with very similar tastes, while a negative relationship indicates 

that the users have dissimilar tastes. Instead of considering the distance between 

feature vectors as a method to assess similarity, we can consider the relationship 

between the critics’ scores. The cross-analysis of the products is performed by the 

active user m and another user n using the PCC. It then computes the statistical 
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correlation between the two active users. By using the PCC, the similarity between 

the two users/products is defined through the formula given below: 

(3)   sim(𝑚,𝑛)
PCC =

∑ (𝑟𝑚,𝑖−𝑟𝑚𝑖∈𝐼 )(𝑟𝑛,𝑖−𝑟𝑛)

√∑ (𝑟𝑚,𝑖−𝑟𝑖)2
𝑖∈𝐼 √∑ (𝑟𝑛,𝑖−𝑟𝑖)2

𝑖∈𝐼

, 

where I is the items commonly rated by users m and n, rm,i  and rn,i are ratings given 

to the item i by m and n respectively. Finally, rm and rn are the average ratings 

given by m and n, respectively. 

In the existing model, such as CF, we encounter drawbacks such as: 

• Cannot handle new products 

The dot product of the model’s vectors represents the expectation for a specific 

client/product pair. Consequently, if an item is not observed during testing, the 

system cannot incorporate it and is unable to utilize it to challenge the model. This 

scenario is commonly known as the cold-start problem. Fig. 3 illustrates this issue 

while suggesting a new dress. In [19] authors have proposed a user-based CF 

recommendation mechanism on Hadoop, utilizing a CF mechanism to segment users 

into groups. 

• Data sparsity 

Most recommender systems only allow users to rate a tiny subset of the 

accessible items, leaving the majority of the rating network’s cells empty. Finding 

similarities between different customers or items in such situations is exceedingly 

difficult. 

4. Problem formulation and methodology 

In the proposed model, we aim to address the drawbacks of the existing model, such 

as the cold start problem and data sparsity illustrated in Fig. 1.  
 

 
Fig. 1. System architecture 
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When new users join the website, the database lacks any purchase records 

related to the new user profile, resulting in the cold-start problem. Consequently, the 

recommender system fails to provide product recommendations to the user. To 

resolve this issue, the system recommends the most popular products based on the 

user’s gender and age group. Here, the system filters the products in the dataset 

according to the user’s provided gender and age, recommending the most popular 

products within this group. 

In an effort to resolve the cold start problem a hybrid recommendation method 

is proposed, based on the profile expansion technique. Here, we utilize user 

demographic information to expand the user pool within the neighborhood. The 

introduction of a few new features enhances user-rating profiles. Addressing issues 

related to the cold start, the proposed rating profile expansion technique improves 

system performance. This is achieved by creating a denser user-item rating matrix 

that includes additional ratings [11]. 

Applying the bipartite network projection, we implement the Community 

Detection Algorithm in this scenario. The Louvain Algorithm is utilized to perform 

community detection on the projected One-mode network, updating the original item 

set with new items and subsequently recommending appropriate items to the user 

group. The algorithm’s implementation in the recommendation system assures 

greater community confidence due to its improved accuracy, strong stability, and fast 

execution times [18]. 

A brand-new CF ranking model is suggested that combines a pairwise ranking-

oriented method of Bayesian personalized ranking with a rating-oriented approach of 

Probabilistic matrix factorization to address the problem of sparse data. Both implicit 

and explicit data are used in this model [12]. 

 
 

 
 

Fig. 2. Illustration of the cold-start issue in recommending dress for new users: (a) represents a 

profiled user, whose preferences are already present in the system; (b) represents a new user with 

no preference records or history [15] 
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A novel top-N interactive recommender device is advocated in another model, 

based on deep reinforcement learning. The interactions between the agent and users 

are mimicked  by the recurrent neural community in our version, which views the 

processes of recommendation as Markov selection techniques. This model can be 

applied on cold start and data sparsity scenarios to improve performance [13]. 
 

 
Fig. 3. Ratings of products by users 

 

We can fix the cold start and data sparsity issues with  Linked open data as well. 

The Matrix factorization model with Linked open data is used to address the problem 

of data sparsity, while the recommender system with Linked open data model can be 

used to address the problem of cold start. We update the matrix factorization model 

to address data sparsity by utilizing the information about new entities found in the 

Linked open data knowledge base “DBpedia” to solve a cold start problem [14]. 

4.1. Advantages 

1. Cold start problem resolution. The model effectively addresses the cold start 

problem by recommending popular products based on user demographics and 

expanding user profiles using demographic information. This helps new users get 

relevant recommendations even when there is no historical data. 

2. Data sparsity mitigation. The use of hybrid recommendation methods, 

Linked open data, and collaborative filtering helps alleviate data sparsity issues. 

These techniques enhance the user-item rating matrix by introducing new features or 

leveraging external knowledge bases, making recommendations more reliable, even 

with limited user ratings. 

3. Community detection. The application of the Louvain Algorithm for 

community detection can improve recommendation accuracy by grouping similar 

users and items. This can lead to more personalized recommendations, enhancing the 

user experience. 

4. Combination of techniques. The model combines different 

recommendation techniques, such as Bayesian personalized ranking, Probabilistic 

matrix factorization, and CF, which can lead to more robust and accurate 

recommendations compared to using a single method. 

5. Keyword search feature. The inclusion of a keyword search feature 

provides users with more control over the recommendations. Users can input their 

preferences directly, making the system more user-centric. 

6. Visualization of product clusters. The visualization of product clusters 

based on product descriptions can enhance user understanding and engagement. It 

helps users discover products related to their interests more effectively. 
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4.2. Disadvantages 

1. Complexity. The proposed model appears to be quite complex, involving multiple 

recommendation techniques, data sources, and algorithms. This complexity can make 

it challenging to implement and maintain, requiring significant development and 

computational resources. 

2. Data integration. Leveraging Linked open data and external knowledge 

bases like DBpedia can be beneficial, but it also requires continuous data integration 

and updates. Keeping these external sources up to date and aligned with the 

recommendation system can be resource-intensive. 

3. Scalability. The model’s performance might suffer when dealing with a large 

number of users and items. Managing the scalability of the hybrid recommendation 

method, collaborative filtering, and community detection algorithms can be a 

significant challenge. 

4. Keyword search limitations. While the keyword search feature is user-

friendly, it may not always provide the most accurate or personalized 

recommendations. It relies heavily on the quality of product descriptions and may not 

capture nuanced user preferences. 

5. Algorithmic complexity. The algorithm used for predicting user ratings 

involves finding similar users and computing weighted averages, which can be 

computationally expensive for a large user-item matrix. 

6. Algorithm evaluation. The model’s effectiveness in addressing the cold 

start problem and data sparsity issues should be rigorously evaluated through 

experimentation. The actual performance in real-world scenarios may vary, and the 

proposed methods might not always provide optimal results. 

In conclusion, while the proposed model offers several advantages in terms of 

addressing cold start and data sparsity issues, it also presents challenges related to 

complexity, scalability, and the need for ongoing data management. Careful 

implementation and evaluation are necessary to determine its suitability for specific 

use cases and ensure that it delivers the expected benefits to users and businesses. 

4.3. Experimental setup model 

1. Introduction of Collaborative Filtering for Product Recommendations. In this 

paper, we explore the application of CF, a commonly used method for recommending 

films, in the context of product recommendations. Our adaptation represents a novel 

approach to utilizing CF techniques. 

2. Addressing the Cold Start Problem. We focus on resolving the Cold start 

problem, which occurs when new users join the platform, and there is no purchase 

history to base recommendations on. To tackle this issue, we propose recommending 

popular products based on the user’s gender and age group, effectively providing 

recommendations even for new users. 

3. Profile Expansion Technique. We introduce a profile expansion technique 

that leverages user demographic information to enhance user pools in the 

neighborhood. By creating a denser user-item rating matrix, this method improves 

recommendation accuracy, especially when dealing with cold start issues. 
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4. Hybrid Recommendation Model. We propose a hybrid recommendation 

model that combines a pairwise ranking-oriented method with a rating-oriented 

approach to address the problem of sparse data. This model effectively uses both 

implicit and explicit data to make recommendations. 

5. Keyword-Based Product Recommendations. To combat data sparsity and 

enhance user experience, we introduce a keyword search feature. Users can input 

keywords, and our system employs CF methods to display clusters of products based 

on descriptions, effectively helping users find relevant products based on their search 

queries. 

6. Visual Representation of Product Clusters. Our paper includes visual 

representations, such as Fig. 4, which illustrate how product clusters are formed based 

on product descriptions, providing a clear visual understanding of the 

recommendation process. 
 

 
Fig. 4. Visualization of product cluster based on product description 

4.4. Algorithm  

In the proposed model, the algorithm used to predict the user rating is given 

below. 

1. We have an n×m framework comprising the ratings of n clients and m 

products. Each element of the matrix (i, j) represents how client i rated product j as 

given in Fig. 4.  

Since we are dealing with product ratings, each evaluation is expected to be a 

whole number from 1-5 (reflecting one-star evaluations to five-star evaluations) if 

client i has evaluated product j, and 0 if the client has not evaluated that specific 

product. 

2. To suggest a set of products that each client has not yet used, we will 

effectively employ a methodology similar to weighted k-nearest neighbors. 

3. For each product j that client i has not used yet, we find the set of clients “u” 

who are similar to client i and have used product j. For each similar client “u”, we 

utilize the formula to determine the correlation with various products in the matrix. 

Finally, we rank the products by their weighted average ratings. These average 

ratings serve as an estimate of what the client might rate each product. Products with 

higher average ratings are more likely to be favored by the client; thus, the system 

will recommend the products with the highest average rankings to the client. 
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Using collaborative filtering introduces another problem called data sparsity. 

This issue arises when users provide ratings for fewer products or when a company 

is in its early stages, resulting in a lower amount of user ratings. To address this 

challenge, we can introduce a keyword search feature that leverages various 

collaborative filtering methods to recommend products. With this feature, customers 

can input any keyword into the search bar. Subsequently, the collaborative filtering 

method generates different clusters containing various products. Once a cluster is 

identified based on the user’s input word, the recommendation system presents items 

from the product clusters, using the product descriptions. In case a search word 

appears in multiple clusters, the algorithm selects the cluster where the word appears 

most frequently. Fig. 4 provides a visualization of the product clusters based on 

product descriptions. 

In summary, the contributions encompass addressing common challenges in 

recommendation systems, including the cold start problem and data sparsity, while 

proposing innovative solutions, algorithms, and hybrid models to enhance the 

effectiveness of collaborative filtering for product recommendations. Additionally, 

the introduction of a keyword-based search feature further enriches the 

recommendation system’s capabilities. 

In this research, several models and techniques are employed to enhance the 

effectiveness of product recommendation systems. Collaborative filtering serves as 

the foundational approach for generating personalized recommendations. The paper 

introduces a profile expansion technique to enrich user profiles with demographic 

information and improve recommendation accuracy. Additionally, a hybrid 

recommendation model combines Bayesian personalized ranking and Probabilistic 

matrix factorization to address data sparsity issues. Finally, a keyword-based 

recommendation feature is introduced, enabling users to find products based on their 

input keywords. Together, these models and techniques collectively contribute to a 

robust and versatile product recommendation system. 

5. Metrics 

• Mean Absolute Error (MAE). The mean absolute error has been utilized to 

gauge the contrast between the forecast of the calculation and the genuine rating.  

It is figured over all the ratings accessible in the assessment dataset, utilizing the 

formula: 

(4)  MAE =
1

𝑛
∑ |ⅆ𝑖  −  ⅆ̂𝑖|𝑖=1 , 

where n is the number of data points, ⅆ𝑖 is the value of data/ input provided, ⅆ̂𝑖 is the 

average/mean of the data/input provided. 

Notwithstanding its constraints, while assessing frameworks zeroed in on 

suggesting just a specific number of things, however because of the effortlessness 

of its count and its measurable properties this measurement is considered as one of 

the most well-known while assessing recommender frameworks. 

• Root Mean Squared Error (RMSE) is similar to the MAE, here it places 

more prominent accentuation on bigger blunders by using the next equation. RMSE 
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of a model is a metric that measures how much the signal and the noise is clarified 

by the model. 

(5)  RMSE = √
1

𝑛
∑ (ⅆ𝑖 −𝑛

𝑖=1 ⅆ̂𝑖)2, 

where n is the number of data points, ⅆ𝑖 is the value of data/ input provided, ⅆ̂𝑖 is the 

average/mean of the data/input provided. 

The analysis of RMSE and MAE with various models is tabulated in Table 1 

and illustrated in Fig. 5. These measurements have been utilized because errors in 

these metrics have a significant impact on user decision-making. For instance, on a 

5-point scale, a 1-point error might not be noticed by the customer (considering 

products rated only 4 or 5 points as good suggestions), while a 4-point error on a 

product could indicate that the item is unacceptable. 
 

Table 1. RMSE and MAE of different models 

Model/Accuracy Popularity recommeder model KNN with means SVD Parameter tuned SVD 

MSE 2.2198 1.1719 1.1078 0.853 

RMSE 1.4899 1.0826 1.0525 0.9236 

 

 
Fig. 5. Graphical representation of RMSE and MAE 

6. Conclusion 

In this paper, we have initially evaluated the drawbacks of current similarity 

techniques in CF. Subsequently, we propose an enhanced similarity estimation 

method based on the Pearson correlation coefficient to overcome the current 

limitations of similarity measurement strategies in CF. Various algorithms have been 

introduced in this paper to address the issues of CF, such as the cold start problem 

and data sparsity. To address the cold start problem, we assess each new user based 

on certain arbitrary parameters and recommend products based on the choices of 

other users in the same demographic. Additionally, we have included a keyword 

search feature to recommend products, resolving the issue of data sparsity. For future 

research directions, we intend to utilize deep neural networks as a predictive model 

instead of the Pearson correlation coefficient and cosine similarity methods, aiming 

to enhance the predictive capability of our approach. Moreover, we are exploring the 

use of other natural language processing tools to develop user attribute matrices and 

compare their performance with the current framework. 
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