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Abstract: Clock synchronization in the Mac layer plays a vital role in wireless sensor 

network communication that maintains time-based channel sharing and offers a 

uniform timeframe among different network nodes. Most wireless sensor networks 

are distributed where no common clock exists among them. Therefore, joint actions 

are realized by exchanging messages, with time stamps using local sensor clocks. 

These clocks can easily drift seconds and cause functional problems to the 

applications that depend on time synchronization. Time synchronization is a major 

and challenging factor in wireless sensor networks that needs to be studied and 

explored. In this paper, we propose integrated time synchronization protocols that 

serve wireless sensor network applications under normal, secured, and unreliable 

environments. The proposed protocols are discussed and evaluated based on their 

accuracy, cost, hierarchy, reliability, and security. Simulation results show that the 

proposed time synchronization protocols outperform the state-of-the-art techniques 

in achieving a minimum synchronization time. 

Keywords: Wireless sensor network, Time synchronization, Reliable 

synchronization, Secured synchronization, On-demand synchronization. 

1. Introduction 

Local time clocks of Wireless Sensor Networks (WSN) are controlled by time 

synchronization. To guarantee the accuracy of time synchronization, it is essential to 

correct the time deviation caused by unsteadiness, where this deviation should be 

preserved from the drift and offset reimbursements [1-5]. Depending on the request, 
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this can be done by two types of time synchronizations, specifically relative and 

absolute clock synchronization. 

In addition, some factors related to resource limitations in wireless sensor 

networks, such as bandwidth and energy, should also be taken into consideration. 

Moreover, securing the WSN local clock synchronization is a vital structure block 

for both secure and non-secure real-time systems, where it has been used for 

restructuring secure and capable WSN nodes and preventing violations against data 

privacy and security [1, 6, 7]. 

Current WSN studies implement a signal processing method that helps in 

simplifying the evaluation of clock synchronization protocols. To attain high 

dynamics in the performance of WSN systems, time synchronization needs to be 

considered to get reliable, energy-efficient, and remote checking in distributed 

systems [8]. Such dynamic systems generate information from WSNs that can be 

used to inspect data security attacks and serve as a reference to obtain the right and 

instant actions. Moreover, in External Gradient Time Synchronization Protocol [9], 

each node is synchronized based on the information gathered from its base and the 

neighboring nodes. 

In many WSN systems, where the global clock is not shared, a local clock exists 

in each node that serves and is used to guess the time in other nodes by exchanging 

time-stamped messages [10]. However, message delivery is not guaranteed. 

Accordingly, the message delay factors including transmission, propagation, and 

reception as well as sending and receiving times should be considered when 

designing WSN synchronization protocols. 

Some current time synchronization approaches, such as E-FTSP [11] enhance 

previous protocols by speeding up time synchronization processes, while others 

establish new time synchronization algorithms, such as SANSync [12], which are 

based on clustering. A new pairwise time synchronization approach is the proposed 

K-Sync [13] where high accuracy can be realized only by utilizing the time-stamps 

information in the process of message exchange. 

WSN asynchronous dynamic response time is detected and corrected based on 

frequency domain decomposition with frequency-squeezing processing [14]. Most 

existing time synchronization approaches are tended to achieve high 

synchronization performance and decrease synchronization time error. 

The WSN node clock skew and offset are evaluated by the pairwise 

synchronization algorithm K-Sync [15] which is based on the Kalman filter to 

estimate the normalized clock skew and offset of the node for underwater WSN 

applications. This method achieves high-precision clock synchronization, and it also 

enhances the robustness of a variety of underwater motion scenes. The integration 

of the Ultra-Wide Band (UWB) transceivers in the nodes of the wireless networks 

is used to improve the time synchronization between the WSN nodes [16]. 

A new Multi-hop Average Consensus Time Synchronization Algorithm 

(MACTS Algorithm) considers the multi-hop over short distances between nodes 

[17]. This algorithm is based on a one-way broadcast model that achieves hundreds 

of time convergences when compared to the Average TimeSync (ATS). A study on 

a clock synchronization scheme based on the attack detection mechanism, attack 
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compensation, and maximum consensus protocol is presented in [18]. This method 

is proven theoretically to achieve attack detection correctly, and its effectiveness is 

validated using several simulations. 

A Hybrid Time Synchronization Protocol (HTSP) utilizes the advantages of 

reference-based and consensus-based approaches [19]. This protocol exploits a 

temporary reference node to significantly reduce the convergence time, and, on the 

other hand, to employ the average-based consensus during normal operation to 

handle node failure.  

Authors in [20] have presented a Distributed Time Synchronization Algorithm 

based on Sequential Belief Propagation (SBP-DTS). This technique establishes a 

Factor Graph (FG) model for the time synchronization and then uses the sequential 

Belief Propagation (BP) algorithm to estimate node clock parameters. A new method 

based on the sequential least square algorithm [21] is introduced to estimate the skew 

under delays and improve the accuracy while reducing the memory requirement. 

This method theoretically and empirically proves that it outperforms existing 

consensus-based synchronization schemes under random delays in different 

environments. 

The rest of the paper is organized as follows: a detailed literature review of 

traditional and state-of-the-art synchronization protocols is presented in Section 2. 

The proposed time synchronization protocols are introduced in Section 3. 

Experimental results analysis and the performance evaluation of the proposed 

approach are presented in Section 4. Finally, conclusions and future research 

directions are discussed in Section 5. 

2. Related work 

A local clock synchronization time in WSN nodes can be accomplished by using the 

pairwise broadcast synchronization protocol [22] in terms of exchanging packets 

among its neighbors while preventing sending packets from the node itself, where 

this procedure can minimize the required energy for time synchronization. 

In a dynamic-time synchronization technique [23], a Kalman filter is used to 

achieve clock synchrony in a centralized wireless network synchronization system. 

This filter minimizes the time error threshold to avoid synchronization repetition in 

systematic processes. However, this technique has not been tested on real-time 

wireless network systems when large numbers of nodes are used to represent 

different applications at different hierarchy levels. 

A distributed synchronization algorithm for wireless sensor networks is 

presented in [24]. Each node is synchronized by a proportional integral feedback 

controller based on reference time, clock offset, and frequency deviations. However, 

this method does not test the multi-hop with a large number of nodes where the 

nodes and their parents need to be synchronized.   

Authors in [25] build the technique of Timing Synchronization Protocol for 

Sensor Networks based on network time protocol [26] that offers a universal time 

synchronization over the Internet. In such protocols, a node starts a byway 

synchronization message exchange with its base node, where its neighbors are 
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synchronized in a pairwise mode. The time deviation between the sender and the 

receiver is evaluated based on message exchange time stamps. However, this 

protocol requires a significant amount of energy for message exchange between 

nodes. Moreover, its method complexity and the less significant scale make it 

unsuitable for use in WSN.  

In the Broadcast Synchronization Protocol method [27], the base node does not 

need to exchange synchronization time packets with other WSN nodes. This 

protocol gets rid of the send and access times, which is used to remove the 

uncertainty of received time and form an accurate relative timescale. This method is 

appropriate for applications where a small amount of synchronization energy is 

required. Though, a physical transmit channel is required for such a protocol. 

Authors of Flooding Time Synchronization Protocol [28] assume that closer 

nodes to each other have strong time synchronization than the nodes that are far 

away from each other where large time synchronization error occurs. In this time 

synchronization protocol, the information proliferation is stable because each node 

waits for a certain time to broadcast its time information to the base node. 

Nevertheless, this protocol needs an incline time property or zone time.  

The Gradient Time Synchronization Protocol introduced in [29] is a distributed 

time synchronization protocol with the slope time property. In this protocol, each 

node transmits occasionally a position point message containing its global time. To 

reduce the time synchronization error, the protocol uses a small-fixed propagation 

period. However, this approach will considerably consume the sensor’s energy. 

In a security-oriented synchronization field, an Attack Tolerant Time 

Synchronization Protocol [30] is used as a joint interference and recognition system 

where sensor nodes face security attacks by adjusting their neighbor nodes' typical 

time synchronizing actions. This protocol implements an unordinary time 

synchronization recognition method to realize different types of security attacks. As 

scattered time synchronizations are used, small interference caused by the attacker 

will be curved out, but this will decrease time synchronization errors. 

The Level Diffusion Based Clock Synchronization protocol [31] presents the 

synchronization of all sensors’ clocks without depending on any configuration 

conditions in dynamic system settings. Even though this protocol has a wide 

transmission range, it suffers from much overhead and less accuracy. 

Authors in [32] present the Level Based Time Synchronization technique that 

is intended to launch universal timescales for all WSNs by supporting a secure clock 

time synchronization mechanism. In this protocol, even if some up-normal sensors 

cooperate to interrupt clock synchronization, each normal sensor can still 

synchronize its local clock based on its base node. However, the security procedures 

are not clearly stated in this approach. 

In the Energy Efficient Synchronization field, Energy Gradient Time 

Synchronization Protocol [33] is introduced to optimize energy saving for 

applications by selecting suitable message transmitting periods. It is designed to 

realize the universal time agreement by using effective flow reimbursement and 

increasing average evaluation. In addition, this protocol saves much energy by 

tuning the transmitting period without decreasing the time synchronization 
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precision. Nevertheless, this method does not show high performance for collecting 

data from all WSN nodes. 

In this context, Multi-Hop Time Synchronization Scheme [34] minimizes the 

sensor energy consumption and extends sensor life [34]. This method decreases the 

time synchronization errors and the overhead by minimizing the number of sub-

trees. However, it suffers to achieve a high level of performance since it does not 

attain consistent data collection performance from all WSN nodes. 

The temperature Compensation Algorithm [35] is proposed as an adaptive 

synchronization algorithm to permit consistent use of time synchronization for 

sensors that share common tasks in different temperature system environments. This 

approach uses master node transmissions to synchronize other nodes and shows little 

overhead. Though, this algorithm depicts a performance shortage in collecting data 

from all network sensor nodes. 

The Time-Based Synchronization Sleep Model [36] argues the need for correct 

time drift forecasts because the network sensor does not swap time stamps. This 

method investigates the issues that depreciate the time synchronization drift rate. 

Each sensor transmits its timestamp irregularly to all neighbors to decrease 

timestamp transmissions, and the neighbor nodes adjust their time accordingly. 

However, this technique does not stretch out the performance required for collecting 

data from all sensors. 

Feedback-Based Synchronization Scheme FBSS [37] is planned to reimburse 

the clock time drift caused by internal and external interruptions. This scheme is 

superior to Delay Measurement Time Synchronization Protocol in different time 

synchronization periods and sensor node configurations. In addition, FBSS 

outperforms other synchronization protocols, especially when the time-sliced is 

greater than 60 s. Yet, FBSS does not elevate the performance to the level required 

for consistent data collection from all sensors. 

In a cluster mode, the Cluster Based on Demand Time Synchronization 

Protocol [38] is based on many sensors that are set to sleep mode most of the time 

for the configuration of clustering. When the incident is discovered, the time 

synchronization process is started immediately. This protocol enhances energy 

efficiency and performance as compared to other protocols such as TPSN and RBS 

because the interval time of the incident makes a very small overhead effect. As the 

time interval increases and the incident arise often, more energy is required. Though, 

the Cluster Based on Demand Time Synchronization Protocol does not support the 

high data collection performance required from all sensors. 

To handle the fault tolerance in time synchronization, the Fault Tolerate 

Distributed Time Synchronization Protocol [39] uses the sliding window to estimate 

sensors’ reference time and the convergence function to compute sensors’ 

synchronization times. Nevertheless, this protocol does not show the simulation 

results or the comparisons with other protocols. 

In a heterogeneous synchronizing environment, the Heterogeneous Time 

Synchronization Model [40] is used to considerably reduce the sensors’ time 

synchronization error and boost the flexibility of the sensors’ failures. However, this 
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synchronization model does not raise the performance reliability that is required for 

data collection from all sensors. 

Wireless Deterministic Clock Synchronization (WiDeCS) technique [41] 

presents the delay factors in WSN and clarifies the effect of WiDeCS on the facts of 

various delays. In addition, WiDeCS offers a solution to achieve an acceptable level 

of performance needed for collecting data from all sensors. WiDeCS decides the 

clock offset between the network sensors and their parents. Nevertheless, this 

scheme is proposed for the master/slave’s structural design in cluster networks. 

The Distributed Heuristic Synchronization Algorithm [42] presents how to 

select sensor couples to minimize the number of transmitting synchronization 

message interactions while tolerating sensors’ synchronization. It permits the sensor 

to synchronize itself based on the information collected from its neighbors. 

However, for multi-hop networks, there is a lack of protocols to conclude which 

sensors should be responsible for performing message exchange. 

In the Flooding with Clock Speed Agreement protocol FCSA [43], the main 

goal is to reduce the undesired effect of slow flooding on the synchronization 

accuracy without changing the propagation speed of the flood. The results show that 

the synchronization accuracy and scalability of slow flooding can drastically 

improve by employing a clock speed agreement algorithm among the sensor nodes. 

In an extended version of the Flooding Time Synchronization Protocol E-FTSP 

[11], the authors propose an enhancement of FTSP and evaluate its advantages. They 

have explained the problem with FTSP caused by the accumulation of jitter and 

described their improvements. The simulation results prove that the E-FTSP has 

been enhanced upon the performance of FTSP significantly, especially in large-scale 

multi-hop networks. 

The study of Sensor and Actuator Networks Synchronization Protocol 

SANSync [12] introduces an accurate time synchronization protocol that allows the 

clocks of all sensors and actuators in the WSN to be synchronized with a reference 

clock. SANSync is based on clustering and takes advantage of the large transmission 

capacity of actuators to increase the accuracy of time synchronization. 

The authors of [44] have done a simulation study that compares the suggested 

strategies to an existing allocation mechanism and demonstrates how the centralized 

fair allocation model performs better in terms of spectrum usage. 

3. Integrated time synchronization protocols 

The proposed integrated time synchronization methodology consists of three 

different protocols namely, Reliable Single Hop Protocol, Secure Single Hop 

Protocol, and On-Demand Synchronization Mac Protocol. The architecture of the 

proposed approach is described in Fig. 1 and summarized as follows:  

• The nodes of the WSN are connected in a tree topology with the Base station 

(B) being the root of the tree for better flexibility and scalability. The simplest 

topology of the WSN is a tree structure where any two nodes can be reached by a 

single route. 

• Each node in the tree has one parent and a set of children.  
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• The parent is responsible for synchronizing the children.  

• The propagation time in the synchronization protocols is ignored.  

 

 
Fig.1. Time synchronization architecture 

 

A novel and reliable Hybrid time synchronization protocol for large-scale 

WSNs denoted as HTSP that contain a combination of the average-based consensus 

and reference-based synchronization approaches is proposed in [45]. Each node in 

HTSP can seamlessly switch between the reference and consensus modes during its 

operation, and the OPNET simulator is used to model the performance of HTSP. 

The evaluation results show that HTSP operates efficiently in various types of 

network topologies. So, achieving reliability in large-scale WSNs is very important 

to enhance time synchronization between nodes.  

3.1. Reliable single hop synchronization mac protocol 

In wireless sensor networks, the MAC layer is liable for establishing reliable 

communication by reducing the radio frequency interference between WSN nodes 

[46]. It is designed to control the data transfer to a shared channel, providing reliable 

data transfer services to the upper layers. The MAC layer (sub-layer of the data link 

layer presented in the OSI model) provides shared link addresses known as Mac 

Address within the network devices [47]. Hence, the MAC layer resolves the 

addressing of source and destination stations by encapsulating data frames to be 

suitable for transmission via the network channels.  

In addition, the MAC layer mechanism improves communication reliability by 

decreasing radio frequency interference in wireless sensor network systems [48]. This 

mechanism is based on a system called Carrier Sense Multiple Access with Collision 

Detection [49]. Therefore, a Reliable Single Hop Synchronization Mac Protocol 

called RSHSMP is proposed in which a reliable single-hop transmission mechanism 

is implemented. 

The base station B synchronizes the nodes one hop away from it. In addition, 

the nodes at hop hi synchronize nodes at hop hi+1 as illustrated in Fig. 1. 

The RSHSMP consists of two phases:  

• Phase 1. Registering the trigger time of the RF module at both B and the 

nodes one hop away from it. 
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• Phase 2. Sending the time synchronization data packets from B to the nodes 

one hop away from it. 

The MAC layer [50] is assumed to be reserved for the entire length of the two 

phases.  

We define TS as the time it takes for the nodes that are one hop away from the 

current nodes to be synchronized. Based on TS, the total time, T, is defined as the 

time needed to synchronize the whole WSN nodes, and computed as in the equation: 

(1)   𝑇 = ∑ TS𝑛
ℎ=1 , 

where, h is the current hop number and n is the total number of hops. 

The RSHSMP processes are described as follows: 

• Phase 1 starts when the base node Bi, sends a Registration Synchronization 

Packet (SyncRPkt) to hi (the children of Bi). The base node Bi registers the trigger 

time of its RF module (tBi,i) and hi also registers the trigger time of its RF module 

(thi,i).  

• In Phase 2, node Bi sends a time synchronization data packet (SyncDPkt) to 

hi carrying tBi,i. Let thi be the current time at the node in hi, then hi is synchronized as 

in the equation 

(2)   thi = thi + (tBi,i – thi,i), 

where thi is the current time at the node of hop i, tBi,i is the current time of the base 

node of hop i, and thi,i is  the triggered time of the node at hop i. 
 

Input: Bi: Base station node of hop hi, Ni: List of nodes at hop hi, Hi: List of hops in the network 
Initialization: 
Step 1. Set 1 to i 
Step 2. Do steps (3-23) until i > number of Hi 

Step 3. set the registration time at Bi and each of Ni  nodes Tu to 0 
Step 4. initialize the synchronization time at each of Ni nodes  
Step 5. initialize the minimum Synchronization Time TSmin 
Step 6. initialize the maximum Synchronization Time TSmax 
Processing Phase 1 (Triggering Time Registration) 

Step 7. Set 1 to j 
Step 8. Bi triggers its time registration tB,i  
Step 9. Do steps (10-13) until j>number of Ni 

Step 10. Bi sends (registration synchronization packet SyncRPkt) to Nj 
Step 11. Nj triggers its time registration thj,i      
Step 12. Add 1 to j 
Step 13. Loop 
Processing Phase 2 (Synchronizing the nodes one hop away): 
Step 14. Set 1 to j 
Step 15. Do Steps (16-21) until j> number of Ni 

Step 16. Bi sends (synchronization data packet SyncDPkt carrying tB,i) to Nj 
Step 17. thj = thj + (tB,i – thj,i)  
Step 18. Tu = Tu + thj  
Step 19. Update TSmin, TSmax 
Step 20. Add 1 to j 
Step 21. Loop 
Step 22. Add 1 to i 
Step 23. Loop 
Output: Minimum Synchronization Time (TSmin), Maximum Synchronization Time (TSmax) 
End. 

Fig. 2. Reliable single hop synchronization mac protocol 
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The RSHSMP processes continue with h1 and its children until the whole 

network gets synchronized. Each of the registration SyncRPkt and the data SyncDPkt 

is sent after a back-off time taken randomly from a uniform distribution of minimum 

and maximum synchronization times [TSmin, TSmax]. This prevents multiple nodes 

located within the interference range from inhibiting when they synchronize their 

children. The RSHSMP processes are described in Fig. 2. 

3.2. Secured Single Hop Synchronization Mac Protocol 

In Secured Single Hop Synchronization Mac Protocol SSHSMP, we assume a single-

hop transmission mechanism with acknowledgment messages to secure the processes 

of time synchronization between WSN nodes. An additional phase has been added to 

the previous phases of the RSHSMP to ensure sending and receiving 

acknowledgment security packets between parents and child nodes. In SSHSMP, hi 

nodes send an acknowledgment message to its parent upon receiving the 

synchronization data packets, where the parent node sets a timer to receive the 

acknowledgment security packets from hi. The child that has successfully 

synchronized with its parent proceeds to synchronize with its subsequent children 

until the whole WSN node gets synchronized. Finally, the synchronization data 

packets are sent after a back-off time taken randomly from a uniform distribution 

between the minimum and maximum synchronization times. The SSHSMP processes 

are illustrated in Fig. 3. 
 

Input: B: Base station node B, N: List of nodes at hop hi, H: Number of hops in the network 

Initialization: 

Step 1. Do steps (3-23) in the Reliable Single Hop Synchronization Mac Protocol  

Step 2. Set 1 to i 

Step 3. Set 1 to k 

Processing: 

{Synchronizing upon acknowledgment security packet from the nodes one hop away from B} 

Output: Minimum Synchronization Time (TSmin), Maximum Synchronization Time (TSmax) 

End. 

Steps for Synchronizing upon acknowledgment security packet from the nodes one hop away 

from B: 

Step 4. Do until i>N  

Step 5. Node of hi,k sends an acknowledgment security packet (SyncSAck) back to its parent 

node  

Step 6. Parent node sets a timer (TsyncSAck) to receive the SyncSAck packet(s) from its 

children nodes. 

Step 7. If parent node does not receive the SyncSAck packet(s) from one or more children 

within TsyncSAck, it starts the synchronization process again for a maximum of three times. 

Step 8. A child that is successfully synchronized with its parent ignores the repeated 

synchronization security packets 

Step 9. Add 1 to i 

Step 10. Set 1 to k 

Step 11. Update TSmin, TSmax 

Step 12. Loop  

Step 13. Send the SyncRPkt, SyncDPkt, and SyncSAck packets after a back off time taken 

randomly from a uniform distribution [TSmin, TSmax] 

Fig. 3. Secured single hop synchronization protocol 
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3.3. On-demand synchronization mac protocol 

The On-Demand Synchronization Mac Protocol (ODSMP) handles situations where 

a node is out of synchronization. This may happen due to the looseness of the wireless 

network. If the Synchronization Duration (SD) is, for example, 24 hours, then each 

node sets a local Timer (TSD) immediately after being synchronized, which 

initializes after SD time. This process will request the node’s parent to be 

synchronized. In case the parent itself is out of synchrony, it will repeat this process 

recursively until the synchronization is reached. 

If a child node is limited to synchronizing only with its parent, the node that is 

out of synchrony is considered a root of a sub-tree with all its descendant nodes 

being out of synchrony. Therefore, it is necessary to avoid the race condition among 

nodes asking for on-demand synchronization which can be achieved by randomizing 

the Synchronization Request Packet (SyncRPkt). 

We define the duty time cycle as the sum of the wake and sleep times. Let the 

TC represent the duty time cycle, so the TW represents the duration of wake time, and 

the TS represents the duration of sleep time. TC is computed in the equation  

(3)   TC = TW + TS. 

Assume the maximum clock drift in SD is TD. Then, the node that discovers 

that it is out of synchrony extends its wake-up period to guarantee to be awake when 

other nodes in the network are awake. This can be accomplished by:  

a) Increasing the wake-up duration by TD, i.e., when starting the wake-up phase, 

it continues to be awake for a longer time, then TW is computed in the equation: 

(4)   TW = TW + K.TD, 

where K is the number of out-of-synchrony durations (the number of SD’s).  

b) Shorten the sleep duration by TD, i.e., when starting the sleep phase, continues 

to sleep for a shorter time, then TS is computed as in the equation 

(5)   TS = TS – K.TD. 

The out-of-synchrony node, say X, starts the on-demand synchronization phase, 

immediately when discovering it is out of synchrony according to the on-demand 

synchronization mac protocol processes described in Fig. 4. 
 

Input: P: Parent node, N: List of nodes at hop hi, X: Out of synchronization node 

Processing: 

On-Demand Synchronization 

Output: Synchronizing Out of synchronization nodes  

End. 

Steps of On-Demand Synchronization: 

Step 1. X sends a request for synchronization (SyncRPkt) 

Step 2. X gets synchronization packets from neighbor nodes 

Step 3. X picks a synchronization packet sent by node Y 

Step 4. X starts on-demand synchronization selection (SyncS) to continue the synchronization with 

its sender node Y 

Step 5. Y sends Synchronization Duration (SyncD) to X 

Step 6. X uses SyncS and SyncD to compute its local time 
Fig. 4. On-demand synchronization mac protocol 

 

To enhance the chances that all nodes in the WSN are synchronized, a synchrony 

node may synchronize with any neighbor (not necessarily its parent). However, a 
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node only sends the SyncAck packet to its parent. If node N with parent P happens 

to get the synchronization packet from another neighbor M, then N proceeds and 

synchronizes with M without sending a SyncAck packet back to M. When parent P 

sends the synchronization packet, N sends a SyncAck back to P without entering the 

first two phases since it has already done with M. 

4. Experimental results and performance evaluation 

Analyzing the time synchronization of WSN helps in evaluating the network system 

performance. Accordingly, we have developed a java editor framework using 

Eclipse IDE for Windows 10, on a desktop machine with a Core i5 CPU, 2.40 GHz, 

and 8 GB RAM, based on the normal MAC mechanism of IEEE 802.15.4, where 

one backoff unit/slot in the IEEE 802.15.4 standard is of 20 symbols. This is done 

to validate the feasibility of the proposed time synchronization protocols. In 

addition, the proposed protocols are validated in comparison with four state-of-art 

time synchronization protocols, namely FTSP, E-FTSP, FCSA, and SANSys. The 

experiments have been conducted using the WSN time synchronization 

configuration parameters described in Table 1. The experimental results and the 

performance evaluation of the proposed protocols and the protocols under 

comparison are discussed in the following subsections. 
 

Table 1. Time synchronization configuration parameters 

Parameter Value(s) 

Number of nodes for small range 
5, 10, 15, 20, 25, 30,  

35, 40, 45, and 50 

Number of nodes for large range 
50, 100, 150, 300,  

600, 800, and 1000 

Average distance between nodes 100 m 

Wireless communication radius 300 cm 

Network coverage distance 
600 m×600 m, 1000 m×1000 m,  

and 1200 m×1200 m 

Clock frequency 1 MHz 

Initial clock drift ±50 ppm - ±100 ppm 

Synchronization time 20 s 

Simulation time 7200 s 

4.1. Experimental nodes hierarchy 

The initial WSN simulation of the proposed approach of nodes hierarchy consists of 

one base node and up to 1000 nodes distributed in a random tree structure over a 

maximum of 10 hops. This distribution is illustrated clearly in Fig. 1 above. 

4.2. Validation of the proposed approach 

The three proposed protocols RSHSMP, SSHSMP, and ODSMP are applied on 

multiple WSN nodes in a random tree structure hierarchy described in Fig. 1. The 

average time synchronization results compared with state-of-the-art protocols FTSP 

[28], E-FTSP [11], FCSA [43], and SANSys [12] are presented in Table 2. 
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Table 2. The average time synchronization (ms) ± 0.005 ms of RSHSMP, SSHSMP, and 

ODSMP compared with FTSP, E-FTSP, FCSA, and SANSys  

No of nodes 
Protocol 

FTSP [28] E-FTSP [11] FCSA [43] SANSys [12] RSHSMP SSHSMP ODSMP 

10 0.38 0.26 0.018 0.013 0.007 2.45 2.12 

20 0.47 0.39 0.072 0.024 0.018 3.37 3.12 

50 18.5 11.5 0.58 0.083 0.037 5.27 4.93 

100 36.3 26.6 1.25 0.156 0.043 8.20 7.9 

200 72.4 51.4 2.22 0.317 0.079 14.5 13.9 

400 109.3 60.4 3.55 0.462 0.111 23.6 22.9 

500 181.7 73.5 5.64 0.846 0.125 32.7 31.9 

600 218.3 82.5 6.78 0.963 0.136 43.7 43.1 

800 291.1 93.6 9.34 1.34 0.154 47.6 46.2 

1000 363.9 100.4 11.40 1.70 0.239 66.2 65.3 
 

The experimental results of the Reliable Single Hop Synchronization Mac 

Protocol (RSHSMP) show that the synchronization time of each hop can be achieved 

in an optimal time (less than 1 ms) which outperforms state-of-the-art protocols and 

precisely enhances the WSN synchronization time, especially with a large number 

of hops. Figs 5 and 6 depict the time synchronization performance of the proposed 

RSHSMP compared with FTSP and E-FTSP, and FCSA and SANAys protocols, 

respectively. 
 

 
Fig. 5. RSHSMP, FTSP and E-FTSP time synchronization performance 
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Fig. 6. RSHSMP, FCSA and SANAys time synchronization performance 

 

The Secure Single Hop Synchronization Protocol (SSHSMP) has an additional 

phase based on the node’s acknowledgment to its parent in the hop. This 

acknowledgment phase is essential in WSNs that support security systems where 

confidential data are transferred between WSN nodes. In order to support WSN 

security control applications, the WSN nodes need to receive and send time 

synchronization acknowledgment packets in order to guarantee sending and 

receiving secure data packets afterward at the correct time. Therefore, the 

synchronization time is expected to be increased due to the receiving and sending of 

acknowledgment messages between WSN nodes and their parents in each hop.   

Despite its increasing synchronization time, the SSHSMP proves better 

performance than state-of-the-art protocols FTSP [28] and E-FTSP [11] as long as 

the number of nodes in the WSN hops is increased. On the other hand, both protocols 

FCSA [43] and SANSys [12] do not support WSN security controls, hence they do 

not receive and send time synchronization acknowledgment packets between WSN 

nodes; therefore, the time synchronization achieved is less than the proposed 

SSHSMP. Figs 7 and 8 represent the time synchronization performance of the 

SSHSMP compared with FTSP and E-FTSP, and FCSA and SANAys protocols, 

respectively. 
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Fig. 7. SSHSMP, FTSP and E-FTSP time synchronization performance 

 

 
Fig. 8. SSHSMP, FCSA and SANAys time synchronization performance 
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Fig. 9. ODSMP, FTSP and E-FTSP time synchronization performance 

 

The On-Demand Synchronization Mac Protocol (ODSMP) is based on node 

acknowledgment packets, not necessarily with its parents but with its neighbor nodes 

in the hop. In addition, the acknowledgment packet is one way from the node to its 

parent. Therefore, the synchronization time is less than that of the SSHSMP where 

two-way acknowledgment packets are needed between the nodes and their parents 

in each hop. The experimental results show that the ODSMP outperforms state-of-

the-art protocols FTSP [28] and E-FTSP [11]. However, FCSA and SANAys 

protocols are faster as they do not support out-of-synchrony cases. Figs 9 and 10 

present the time synchronization performance of the ODSMP compared with FTSP 

and E-FTSP, and FCSA and SANAys protocols, respectively. 
 

 
Fig. 10. ODSMP, FCSA and SANAys time synchronization performance 
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Finally, the experimental results show that the proposed time synchronization 

approach generates the minimum synchronization time at each node and subsequent 

nodes in the WSN, supports the security needs of real-time systems synchronization, 

operates in high-loss and unreliable environments, and helps in reducing the 

communications cost and improving WSN performance. 

5. Conclusion 

Providing a common time sharing is necessary for many wireless sensor applications 

since the related data should be meaningful to generate consistent inferences about 

the environment being sensed. Therefore, WSNs need to accurately operate in high-

loss and untrustworthy environments. Consequently, three integrated time 

synchronization protocols have been proposed to serve multiple WSN applications 

under normal, secured, and unreliable situations. The protocols presented in this 

research help much in building competitive time synchronization schemes for 

wireless sensor network applications. In addition, the design considerations in this 

approach assist in integrating various WSN configurations and comparing the results 

with the state-of-the-art protocols in the literature. In future work, more attention 

shall be paid to combining the synchronization of several cloud clusters and 

improving the accuracy of clock drift computations. 
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