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Abstract: Modern networking systems can benefit from Cognitive Radio (CR) 

because it mitigates spectrum scarcity. CR is prone to jamming attacks due to shared 

communication medium that results in a drop of spectrum usage. Existing solutions 

to jamming attacks are frequently based on Q-learning and deep Q-learning 

networks. Such solutions have a reputation for slow convergence and learning, 

particularly when states and action spaces are continuous. This paper introduces a 

unique reinforcement learning driven anti-jamming scheme that uses adversarial 

learning mechanism to counter hostile jammers. A mathematical model is employed 

in the formulation of jamming and anti-jamming strategies based on deep 

deterministic policy gradients to improve their policies against each other. An open-

AI gym-oriented customized environment is used to evaluate proposed solution 

concerning power-factor and signal-to-noise-ratio. The simulation outcome shows 

that the proposed anti-jamming solution allows the transmitter to learn more about 

the jammer and devise the optimal countermeasures than conventional algorithms. 

Keywords: Cognitive radio network, Reinforcement learning, Smart jammer, 

Intelligent anti-jamming, Adversarial learning. 

1. Introduction 

The Cognitive Radio Network (CRN) is a type of wireless radio network that has 

been introduced as a frictionless way to resolve the struggle between a restricted 

spectrum resource pool and a growing demand for it [1-2]. This technology explores 

the opportunities for non-interference use of a licensed spectrum bands and allows 

the Secondary Users (SUs) to select and use the ideal channels, and release those 

occupied channels whenever required by Primary Users (PUs). In the field of CRN, 

a spectrum sensing, and its sharing have been the subject of a great research [3]. It is 

important to note that, though the above approaches could improve spectrum 

efficiency, they depend upon the premise where the SUs utilize the unused spectrum 

when the PUs are not using it, and they coordinate with one another to accomplish 

this objective [4]. This consideration, however, often ignores the possibility that, the 

SUs are susceptible to malicious activity that can jam the communication channels 
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of CRNs. For CRN to be fully deployed at large scale, it is crucial to provide a secure 

mechanism in spectrum sensing and sharing [5]. A variety of work has been carried 

out on the topic of anti-jamming and jamming schemes as discussed in [6]. The 

traditional approaches in the context of anti-jamming communication, mostly rely on 

pure signal processing methods, which presents significant performance limitations 

[7, 8]. Although in the past recent years jamming issues in CRNs are being addressed 

by machine learning techniques, game theory method, and Markov decision 

processes [9, 10]. One of the most common applications of machine learning in 

robotics is Reinforcement Learning (RL) technology [11]. Recent studies have 

examined the use of RL technology as an anti-jamming solution in CRN due to its 

decision-making capabilities. This paper mainly discusses the anti-jamming 

communication based on RL. Following this, the next sub-section discuss the 

background and potential research issues of the existing works in relation to the 

context of the proposed research. 

1.1. Related work 

The selection of related work is based on user-desired keywords to summarize the 

study background approximately 35 research papers published between 2015 and 

2022 have been found to be relevant with the given keyword, and the top 20 closely 

related papers (Fig. 1) under consideration are selected. 

There are many works on anti-jamming carried out based on game theory. For 

example, the work carried out by [12] is an anti-jamming strategy based on a 

Stackelberg game approach in which the transmitter is a leader and the jammer is a 

follower, where both choose their power strategies and determine their optimal 

strategies. The authors formulate a hierarchical power control mechanism for the anti-

jamming process. A similar approach is applied in [13], where Stackelberg game 

approaches where are discussed to defend jamming by considering various 

adversarial characteristics. The problem of jamming in the Unmanned Aerial Vehicle 

(UAV) network is discussed in [14]. This study analyses the competitive relations 

between the transmitter and the jammer of UAVs and has been conducted using a 

Bayesian Stackelberg game. An iterative sub-gradient of Bayesian Stackelberg 

equilibrium is developed to address jamming situations. Most of the anti-jamming 

solutions are presented in both the power domain and spectrum domain, but in [15], 

a multi-domain anti-jamming technique is suggested using the Stackelberg game in 

the power domain, and channel selection with its state is presented in the spectrum 

domain. However, in the above approaches, when the jammer strategies switches 

dynamically, it cannot be tracked and counteracted in real-time. Therefore, an 

application of honeypot is adopted in [16] to resist intelligent or dynamic jammers in 

CR. In the presented scheme, the attacker’s strategy is passively learned from attacks 

in the past, and active decoy mechanisms are continuously adapted to prevent attacks 

on legitimate communications. Based on RL, the authors have developed an 

interference-aware cooperative anti-jamming scheme in [17]. As a result of using the 

Q-learning technique, users’ optimal anti-jamming channel strategies are determined 

in a distributed manner by means of cooperation, decision feedback, and adjustment 

mechanisms. The researchers in [18] have adopted a Markov decision process 
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framework to develop the anti-jamming system. Anti-jamming strategies against 

sweep jammers are determined by using a collaborative multi-agent approach. In 

[19], deep RL is applied with a model-free method that does not require previous 

environmental knowledge. Initially, deep learning is introduced using the sliding 

window principle to identify jamming patterns. On the other hand, RL is used to 

select channels in real-time based on recognized jamming patterns. 

 

Fig. 1. Citation network of research works related to CRN, jamming, RL and anti-jamming 

According to [20], an anti-jamming process can be formulated as a dynamic 

game with at least one pure strategy under Nash equilibrium. The solution is found 

by jamming-free channel selection by stochastic learning. The authors in [21] 

formulate the anti-jamming process as a Stackelberg game, in which the user acts as 

a leader, and the disruptor chooses a power strategy and then acts as a follower. As 

an anti-jamming process, a joint optimization algorithm has been developed using the 

Q-learning algorithm. Similarly. [22] describes a Bayesian three-layer Stackelberg 

game in which the primary user serves as the leader, the relay user serves as the sub-

leader, and the disruptor serves as the followers. In order to obtain the Stackelberg 

equilibrium, a multi-user hierarchical iterative algorithm is presented using the 

backward induction method. The power and frequency selection process are 

optimized using deep-learning methods in [23], when it comes to anti-jamming 

communication. As reported in [24], the authors have developed a jamming pattern 

recognition method based on spectrum waterfall containing noisy signals and deep 

learning to recognize jamming signals in a short time. For detecting radar jamming, 

Convolutional Neural Networks (CNNs) have been applied in [25] where radar 

jamming is considered. The anti-jamming as Markov Decision Process (MDP) is 

presented in [26]. According to authors, an intelligent anti-jamming solution could 

utilize double Deep Q-learning Network (DQN), an application of deep RL to learn 

a policy, which maximizes the success rate of transmitters in transmitting. The 

method presented in [27] reduces jammer's sense probability by hiding anti-jamming 

techniques. In order to determine the hiding effect of the user’s actions, a deep RL 

algorithm-based action correlation is used. The aim of [28] is to obtain an optimal 
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multi-agent anti-jamming algorithm to make online channel selection, so that the 

sensor nodes can avoid internal mutual interference and effectively tackle external 

malicious jamming. An efficient communication policy is proposed in [29] that 

includes channel access and transmission power for making sense of different 

jamming scenarios. In [30], authors present an adversary modeling and analysis 

system that uses reward function design to model and analyse adversaries under 

realistic communication scenarios. In the articles [31, 32], authors have introduced a 

customized environment developed using libraries from Open-AI gym’s 

benchmarked tool to assess RL’s performance. Furthermore, the authors used a deep 

deterministic policy gradient to design a solution that have learned how to avoid 

jamming by learning frequency band selection strategies. However, there are several 

approaches to anti-jamming in CR and wireless networking. But there are still some 

important issues that need to be resolved. The next sub-section highlights potential 

issues discovered based on a review of the related work. 

1.2. Research problem  

There are varieties of solutions that claim to mitigate potential jamming attacks based 

on simulation statistics in the existing literature on anti-jamming schemes. However, 

the scope of the existing techniques may not be sufficient to cope with a situation in 

which the jammer changes strategies dynamically and precariously. Creating an 

efficient technology is far more challenging than implementing a jammer in the 

communication channel of a wireless network system. A better solution can be 

achieved with appropriate exploitation of advanced learning methodologies to cope 

with jammers’ dynamic activities. Following are some potential research issues that 

can serve as an important direction for researchers in developing better solutions. 

• Anti-jamming approaches in literatures have a restricted application when 

jamming is conducted across the entire frequency spectrum. In addition to being able 

to withstand narrowband jamming attacks, frequency hopping-based solutions is also 

subjected to significant drops in spectral efficiency. 

• The previous works using game theory approach to anti-jamming is also not 

suitable for coping with the dynamic strategy of jammers. Similar to this, the schemes 

based on retransmission protocol can regain communication channels, but at the cost 

of deteriorate performance.  

• There is an unrealistic assumption that game-theory based approaches adopt 

prior knowledge regarding jamming strategy and channel information. The existing 

studies frequently adopt a similar design strategy, which results in the lack of novelty 

in the work as a whole. 

• The anti-jamming solutions using Q-learning are not suitable for continuous 

state and action space. As the size of the Q-table increases, learning process becomes 

slow. While solution based on DQN are subjected to slow convergence and are 

unstable when introduced dynamic and complex scenario.  

• Most of the RL-based anti-jamming solution in literature are not 

benchmarked with suitable environment, which must be customized and designed 

with the packages provided by Open-AI gym tool kit.  
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• Moreover, the existing work lacks a trade-off between communication 

efficiency and anti-jamming robustness. 

In order to address these research issues, the next sub-section discusses the 

proposed solution, system design and methodology adopted. 

1.3. Proposed solution  

The proposed research work is an extension of our previous work [31] where a DDGP 

based RL agent is trained and used as an anti-jamming solution against sweep 

jammer. The prime aim of this work is to enhance the capability and efficiency of our 

intelligent ant-jamming scheme to exploit better policy towards learning pattern of 

smart jammer and cope up with the scenario where the jammer changes its strategy 

dynamically and uncertainly. Inspired by the framework presented in the literature, 

we address a more general channel model introduced in [24] where, the study 

proposes two different jamming attackers, namely a Feed-forward Neural Network 

(FNN) attacker and a Deep Reinforcement Learning (DRL) attacker, to perform the 

jamming attacks on a user performing dynamic multichannel access using a DRL 

agent itself [12]. Since the rise of security-critical applications securing a real-world 

wireless communication technologies such as Bluetooth, Wi-Fi, and cellular 

technologies like 3G, 4G, and 5G demands an intelligent design in the anti-jamming 

techniques by considering the constraints associated with the network. In this regard, 

the proposed system presents an efficient and intelligent jamming scheme that can 

achieve an adequate balance between communication efficiency and anti-jamming 

capabilities. 

This paper presents an adversarial machine learning approach to launch 

jamming attacks on wireless communications and introduces a defence strategy. The 

proposed research study presents a mechanism of adversarial learning, i.e., whenever 

one neural network works against another neural network such that, both networks 

are improvising their policy against each other as an adversarial learning method. The 

jammer used in the proposed scheme is a smart jammer designed on application of 

RL algorithm. The study does not consider the power consumption of jammer or any 

other parameter because here the focus is on cognitive network. During training 

process, the cognitive radio (anti-jamming agent) has been trained with the smart 

jammer agent but while testing it is tested against a sweep jammer/jamming. Since, 

it has already seen the better policy, so it will naturally perform better against sweep 

jammer.  

The following are the significant contribution of the proposed study:  

• This study extends our previous work where an anti-jamming solution has 

been proposed against sweep jammer. In this study both anti-jamming and jamming 

process are proposed based on the RL algorithm with an application of adversarial 

learning.   

• The modelling of smart jammer and intelligent anti-jamming adopts DDPG 

algorithm where the agents can adopt the dynamics of the sub-channels and the 

strategies of each other for deriving better policy against each other.  

• The study considers the customized environment build on Open-AI Gym 

function and imitates scenario of CRN with jammer and SUs.  
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2. Methodology 

This section discuss about the methodology adopted in the formulation of RL driven 

anti-jamming task, RL driven jammer and its evaluation on the customized 

environment. Further, an adversarial learning process is discussed to avoid a jamming 

in the network. The proposed anti-jamming solution is a model free method as its 

action is not dependent on the prior information about the jammer and 

communication. In the proposed study both agents, i.e., smart jammer and anti-

jammer adopts off-policy DDGP algorithm [32] as proposed in [31], and offers a 

better scope of determining policies against each other. In this way, the anti-jamming 

algorithm exposed to complex and more diverse jamming scenario for learning better 

strategy to defend potential jamming attacks. Another significant contribution of the 

proposed system is the adoption of customized environment proposed in our previous 

work [31] suitable for assessing genuine performance of the agent or learning 

algorithm. 

2.1. Problem formulation  

The anti-jamming task can be considered as Markov game [26], which is derived 

from the MDP in a multi-agent scenario where both jamming and anti-jamming 

process are driven by RL algorithm. Markov game process can be numerically 

expressed as ℳ = {𝑆, 𝐴1, 𝐴2, 𝐴3, ⋯ , 𝐴𝑁 , 𝑡,  𝑟1,  𝑟2,  𝑟3, ⋯ , 𝑟𝑁 }, where 𝑆 is the set of 

states, 𝐴𝑛 denotes the set of actions taken by agent for   𝑛 = 1, 2, 3, ⋯ , 𝑁, t is the 

state transition model, and 𝑟𝑛 denotes reward given to agent for its each action for 

𝑛 = 1, 2, 3, ⋯ , 𝑁. With respect to [31], state refers to frequency spectrum sensed and 

observed by the agent. The state s can be numerically expressed as, 𝑠 ∈ 𝑆 = {𝑎, 𝑓𝑗x
}, 

where 𝑎 = {𝑎1, 𝑎2, 𝑎3, ⋯ , 𝑎𝑁}  denoting adversarial action profile and, 𝑓𝑗x
 is jamming 

signal. The agent gets reward for its each action where the reward factor depends on 

the quality of channel selection and power cost factor of a channel switching process.  

2.2. Environment 

Modelling a suitable environment is crucial to utilize the features of an RL algorithm. 

The environment refers to the simulation of a given task or problem where the agent 

interacts with an environment and perceives the states and tries to solve the problem. 

The environment considered in the current work is quite similar to our previous work 

[31] developed using functions of benchmarked toolkit namely Open AI Gym, where 

RL driven learning algorithm as an anti-jamming against the rule-based jammer was 

proposed. But in the current work, instead of rule-based jammer, the smart or 

intelligent jammer is considered. The schematic architecture of the environment is as 

shown in Fig. 2. The environment mimics the scenario of CRN with jammer, and a 

user having transmitter and receiver module for the communication.    
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Fig. 2. Environment for CRN communication scenario  

 

As shown in Fig. 2, the proposed environment assumes that there is a frequency 

synchronization between all SUs for the sake of simplicity. Every SUs explores the 

available sub-band channels and starts the transmission once a spectrum hole is 

detected. The environment that mimics the CRN, also has PUs, SUs and a smart 

Jammer (J) in the network, where each Channel (C) has different capacity with 

Bandwidth (B). The environmental modelling also considers that the jamming attack 

is launched only by J by producing noise or interference, which deteriorates the 

transmission between the SUs in the communication channel of same band. The SUs 

are equipped with Transmitter (Tx) as a sender, and Receiver (Rx) as recipient for 

coordination. The study also assumes that there are no other sources of noise or 

interference such as effect of the multipath fading. For simulation the communication 

model in environment is designed by considering a Wi-Fi communication channels 

with BPSK as modulation technique.  

In communication scenario, jammer J executes interfering signals continuously 

such that, simultaneously an intelligent anti-jammer mechanism directs user (SUs) to 

choose optimal channel by overcoming the interference effect on the communication 

channel of interest. Here, both smart jammer and user share the same continuous-

time signal. The transmission channel frequencies as 𝑓 = {𝑓1, 𝑓2, 𝑓3, ⋯ , 𝑓𝑁} are 

consider from a pool of frequencies in a communication band to communicate with 

the other user recipient (SU) with power factor, associated with a channel. In the case 

of jamming attack, the jammer J chose the channel frequency (𝑓J) of a same band 

randomly to obstruct the transmission between users. The success of jamming attack 

depends on the factor that the power of jamming signal must be greater than power 

of the received user signals, which is numerically expressed as follows: 

(1)    𝑃J(𝑓J) > 𝑃u(𝑓u), 

where, 𝑃J denotes power factor of jammer frequency 𝑓J, and 𝑃u is the power of user 

frequency at receiver side. Along with this, the study also considers additional factor 

namely, Bandwidth (B) of the channel, identical for both 𝑓u and 𝑓J such that:  

(2)   B(𝑓u) ≅ B(𝑓j). 

Under the above interpretation, if a user communicates or transmits data to 

another user in the same communication channel chosen by the J, then the SNR of the 
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transmission signal of user on receiver side is despoiled severely, and numerical 

expressed as follows:   

(3)   SNR =  
𝑃u∙𝑔s 

𝑃J𝑔J𝑭(𝐵(𝑓u)≅𝐵(𝑓j))
. 

Here, 𝑔s and 𝑔j refers to channel gain of user signal and channel gain of jammer 

signal (i.e., from sender to receiver), and 𝑭(𝐵(𝑓u) ≅ 𝐵(𝑓j)) is a function that 

characterize the probability distribution of the received signal based on certain 

condition as follows:  

(4)    {
1   if  𝐵(𝑓u) ≅ 𝐵(𝑓j) is True,

0                         otherwise.
  

The DDPG agents for jamming and anti-jamming task, gets rewards for their 

action in the environment respectively, which depends on the factor of channel 

selection and its associated power cost. The agent for jamming task tries to maximize 

its reward by jamming signal and the agent for anti-jamming task tries to attain 

successful communication with a minimal power cost associated with channel 

switching. The mathematical equation for deciding reward factor we use the same 

equation mentioned in [31] as follows:  

(5)   𝑅w1 =  𝑅SNR(𝐴t) − 𝑐(𝐴t), 

where, 𝑅SNR(𝐴t) refers to reward given to agent action (anti-jamming) for all 

successful transmission and 𝑐 is communication cost factor associated with action 

concerning channel switching process. Under this interpretation the reward for a 

jammer agent (J) will be  

(6)   𝑅w2 = −1 × 𝑅w1. 

Using above equations, we get  

(7)   𝑅w = {
1 if   SNRRU

≥ SNRcutoff,

−1                    otherwise,
  

where cutoff is demodulation threshold, when the SNR at receiver (SNRRU
) is lower 

than this threshold then the data transmission fails, therefore the agent for jamming 

process will get positive reward while agent for anti-jamming process will get 

negative reward.  

2.3. Adversarial learning  

Based on the exploration of environment, the agent driven anti-jamming algorithm 

sense the state and gets the observation about communication channel, and the 

jammer. The objective of the anti-jamming algorithm is to guide SUs to carefully 

choose a sub-channel to maximize its spectrum utilization by avoiding the jam. On 

the other hand, the intelligent jammer aims to forbid the SU from effective channel 

utilization by a strategic jamming approach. The objectives of the two agents, namely 

the intelligent jammer and the intelligent anti-jamming, are opposite to each other. 

Therefore, the dynamic interaction between them is well formulated as an adversarial 

learning or learning action policy against each other, where the gain of one agent is 

the loss of another agent. 
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Fig. 3. Environment for CRN communication scenario 

 

As shown in Fig. 3, the interaction between both agents is non-cooperative. The 

Agent-1 learns action policy against Agent-2 and tries to maximize its reward by 

providing jamming free channel. On the other hand, the Agent-2 tries to minimize 

the reward value for Agent-1 by building a new action policies towards jamming the 

signal. Here both agents are intelligent and will exhibit rational behaviour to 

maximize their own rewards according to their individual actions. The key entities 

for learning algorithms are highlighted as follows:  

• Agents: There are two agents viz i) the SU (anti-jamming), and ii) smart 

jammer (J). 

• States: It is the representation of environment and in the proposed case study 

sub-bands are the state.  

• Action: It is an optimal decision taken by both agents. In the proposed study, 

the action of SU is, changing the sub-band frequency and selection of a jamming free 

channel, while action of jammer is to jam the frequency band.  

• Reward: It is the feedback to the agent for corresponding actions. In our case, 

the reward can be positive and negative depending on the achievement of the agents.  
Algorithm 1. Intelligent Anti-Jamming  

Input: E(Episodes), I(Iteration),α(Learning 

rate),γ(Discount), B(Batch size) 
Output: Selection of jamming free signal 

Start 

𝐒𝐭𝐞𝐩 𝟏. ∀ 𝑠 ∈ 𝑆, 𝑎u ∈ 𝐴(𝑠) and 𝑎j ∈ 𝐴(𝑠)  

𝐒𝐭𝐞𝐩 𝟐. Initialize 𝜃 randomly for current network [𝜇, 𝑄] 

𝐒𝐭𝐞𝐩 𝟑. Initialize 𝜃 randomly for target network [𝜇′, 𝑄′] 

𝐒𝐭𝐞𝐩 𝟒. While episode → 1: 𝐸 do 

𝐒𝐭𝐞𝐩 𝟓.  Initialize ξ for action 𝑎u and get initial state 𝑠  

𝐒𝐭𝐞𝐩 𝟔.   For i = 1: I do  

𝐒𝐭𝐞𝐩 𝟕.    Choose action 𝑎u → 𝜇(𝑠) 

𝐒𝐭𝐞𝐩 𝟖.    Perform frequency hopping // perceive communication 
channel 

𝐒𝐭𝐞𝐩 𝟗.    Select channel 𝑖 ∈ 𝐶 and 𝑃u according to the current 

policy 

𝐒𝐭𝐞𝐩 𝟏𝟎.    Action 𝑎u → initiate transmission 

𝐒𝐭𝐞𝐩 𝟏𝟏.    Get reward 𝑅(𝑠, 𝑎u) using Eq. (4) 

𝐒𝐭𝐞𝐩 𝟏𝟐.    Get next state (s+1) 

𝐒𝐭𝐞𝐩 𝟏𝟑.    Get Tuple [𝑠, 𝑎u, 𝑅, s + 1] into experience pool 𝜓 

𝐒𝐭𝐞𝐩 𝟏𝟒.     If |𝜓| ≥ B do 
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𝐒𝐭𝐞𝐩 𝟏𝟓.      Randomly select B from 𝜓 

𝐒𝐭𝐞𝐩 𝟏𝟔.     End if 

𝐒𝐭𝐞𝐩 𝟏𝟕.    For each experience in B do 

𝐒𝐭𝐞𝐩 𝟏𝟖.     Compute value for 𝜇′  and 𝑄′ value using Eq. (8) 

𝐒𝐭𝐞𝐩 𝟏𝟗.     Update Qθ(s, 𝑎u) by minimizing the loss ℒ(θ) using 
Eq. (9) 

𝐒𝐭𝐞𝐩 𝟐𝟎.     Update the 𝜇(𝑠) based on policy gradient using 
Eq. (11) 

𝐒𝐭𝐞𝐩 𝟐𝟏.     Update 𝜇′ and 𝑄′ using Eq. (13) & (14) 

𝐒𝐭𝐞𝐩 𝟐𝟐.    End for 

𝐒𝐭𝐞𝐩 𝟐𝟑.   End for  

𝐒𝐭𝐞𝐩 𝟐𝟒.  s  s + 1 and 𝑎u 𝑎u+1 

𝐒𝐭𝐞𝐩 𝟐𝟓. End while 

𝐒𝐭𝐞𝐩 𝟐𝟔. If 𝑎 = 𝑎j then 

𝐒𝐭𝐞𝐩 𝟐𝟕.  Signal jammed, and Smart Jammer gets reward    

𝐒𝐭𝐞𝐩 𝟐𝟖. else  

𝐒𝐭𝐞𝐩 𝟐𝟗.  Transmission successful, agent rewarded  

𝐒𝐭𝐞𝐩 𝟑𝟎. End if 
End 

The entire mechanism of intelligent anti-jamming agent is as discussed in the 

above Algorithm 1. Since the development of agent is carried out using DDPG, the 

algorithm takes necessary input as episodes (E), number of iterations (I), learning rate  

𝛼 ∈ [0 1], discount rate 𝛾 ∈ [0 1], and a batch size B and returns a jamming free 

transmission with a higher bandwidth utilization after processing all the steps. For all 

set of states 𝑠 ∈ 𝑆, SU action 𝑎u ∈ 𝐴(𝑠) and jammer action 𝑎j ∈ 𝐴(𝑠), the algorithm 

initializes weights (𝜃) randomly for the current network consisting two 

parameterized function approximator’s in DDPG algorithm namely actor (𝜇) and 

critic (𝑄). Similarly, in the next step, the algorithm initializes the weights (𝜃) 

randomly for the target network which is copy of current network to maintain 

consistency in the training process. The actor is responsible for determining optimal 

policy for an action (a) and the critic generates Q-value that characterize the goodness 

of action (Steps 1-3). Further, an initialization of random process (ξ) for an agent to 

take action (𝑎u) is to observe the initial state(s) and by interacting with the 

environment. The agent while interacting with the environment performs hopping, 

and perceives channel information to select the channel (C) for the transmission 

according to the current policy with user transmission power (𝑃u). The agent gets 

positive reward (Equation (4)) if the channel state is in favourable condition or 

jamming-free otherwise it will be penalized with negative reward value (Steps 4-11). 

In the next step the agent continues to explore the environment and get the new state 

(s+1) and takes action accordingly (Step 12). Here, the agent with its frequency 

hopping strategy always tries to learn better policy against jammer strategy and takes 

appropriate action to maximize its cumulative reward value. Therefore, for each 

iteration, i.e., the agents get new state stored in a vector M and similarly, the 

corresponding actions is also stored into a vector N by denoting the index of channels 

which are in good state. Since, this study has adopted DDPG algorithm, the algorithm 

maintains two networks, i.e., the current actor-critic and target actor-critic network. 



 66 

The training of current network needs an experience pool which is a tuple consisting 

set of state, corresponding action, reward and new state (Step 13). 

In the next step, the algorithm maintains an experience pool 𝜓  to determine an 

optimal action value denoted as  𝑄∗(𝑠, 𝑎u). Then, sampling is done to update current 

network [𝜇, 𝑄] parameters using mini-batch size (B) of transitions from the pool ψ 

(Steps14, 15). This process will lead to compute error and update [𝜇, 𝑄] parameters. 

To stabilize the performance of the agent and to learn the anti-jamming policy  

(Step 18), the algorithm computes the target network value [𝜇′, 𝑄′] using Bellman 

equation numerically expressed as follows: 

(8)   𝑦𝑘 = 𝑅 + 𝛾𝑄′((𝑠, 𝜇′ (𝑠)). 
Then, further steps (Step 19) are subjected to updating parameters of current 

network [𝜇, 𝑄] by computing loss function as Mean Square Error (MSE). 

mathematically given as follows: 

(9)   ℒ(𝜃) =
1

𝐵
∑ (𝑦𝑘 − 𝑄(𝑠, 𝑎u))2

𝑘 . 

In the above Equation (9), 𝑦𝑘 is the updated action-value of target network and 

𝑄𝜃(𝑠, 𝑎u) is the updated action-value of critic network. But in case of jamming, the 

agent as a jammer also adopts the same strategy against anti-jamming agent to jam 

the SU with maximum action-value given as follows: 

(10)   ℒ(𝜃) =
1

𝐵
∑ (𝑦𝑘 − 𝑄(𝑠, 𝑎j))

2
𝑘 . 

Further, in the next step of the algorithm (Step 20), an iterative optimization 

algorithm (gradient descent) is used to update the weights 𝜃 of the current Actor 

towards determining appropriate 𝐴t decision strategy that maximizes the 𝑅w 

numerically expressed as follows:  

(11)   𝛻𝜃𝐽(𝜃) =
1

𝐵
∑ 𝛻𝜃𝜇𝜃(𝑠) × 𝛻𝑎u 𝑄𝜃(𝑠, 𝑎u)|𝑎u=𝜇(𝑠)𝑘 . 

In the above numerical expression, the current-Actor network is updated with 

the average of the sum of gradients in an off-policy manner with 𝐵 of transitions. 

Similarly, the updated rule for jammer is given as follows:  

(12)   𝛻𝜃𝐽(𝜃) =
1

𝐵
∑ 𝛻𝜃𝜇𝜃(𝑠) × 𝛻𝑎j𝑄𝜃(𝑠, 𝑎j)|𝑎j=𝜇(𝑠)𝑘 . 

Finally, the target Actor and target Critic network is updated (Step 21) to provide 

better stability in the learning process of the current Actor and Critic network 

numerically expressed as follows:  

(13)   𝜇′ ← ∅𝜃 + (1 − ∅)𝜇′, 

(14)    𝑄′ ← ∅𝜃 + (1 − ∅)𝑄′,  

where ∅ refers to the hyperparameter ranging between [0, 1]. In this operation, a 

sliding averaging mechanism is used to update the parameters of the target network 

once per update of the current network. As a result, the target network slowly tracks 

the learned networks, thereby significantly improving stability in learning the action 

values. The Algorithm 2 discuss the procedure adopted for a smart jammer. An  

anti-jamming agent is designed to guide the SU in choosing a sub-channel carefully, 

based on the knowledge of a channel, the system, and the attacker, to maximize 

spectrum utilization and prevent jamming. By using a strategic jamming approach, 

jammers prevent the SUs from using channels effectively. 
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Algorithm 2. Smart Jammer  

𝐒𝐭𝐞𝐩 𝟏.  ∀ 𝑠 ∈ 𝑆, 𝑎u ∈ 𝐴(𝑠) and 𝑎j ∈ 𝐴(𝑠) 

𝐒𝐭𝐞𝐩 𝟐. Initialization 𝜃 randomly for [𝜇, 𝑄] and [𝜇′, 𝑄′] 

𝐒𝐭𝐞𝐩 𝟑. While episode → 1: 𝐸 do 

𝐒𝐭𝐞𝐩 𝟒.  Initialize ξ for action 𝑎j and get initial state 𝑠  

𝐒𝐭𝐞𝐩 𝟓.   For i = 1: I do  

𝐒𝐭𝐞𝐩 𝟔.    Choose action 𝑎j → 𝜇(𝑠) 
𝐒𝐭𝐞𝐩 𝟕.    Select channel 𝑖 ∈ 𝐶 with 𝑃j 

𝐒𝐭𝐞𝐩 𝟖.    Action 𝑎u → initiate jamming  

𝐒𝐭𝐞𝐩 𝟗.    Get reward 𝑅(𝑠, 𝑎u) using Eq. (8) 

𝐒𝐭𝐞𝐩 𝟏𝟎.    Get next state (s+1) 

𝐒𝐭𝐞𝐩 𝟏𝟏.    Get Tuple [𝑠,  𝑎j, 𝑅, s + 1] 

𝐒𝐭𝐞𝐩 𝟏𝟐.     If |𝜓| ≥ 𝐵 do 

𝐒𝐭𝐞𝐩 𝟏𝟑.      Randomly select B from 𝜓 

𝐒𝐭𝐞𝐩 𝟏𝟒.     End if 

𝐒𝐭𝐞𝐩 𝟏𝟓.    For each experience in B do 

𝐒𝐭𝐞𝐩 𝟏𝟔.     Compute value for 𝜇′  and 𝑄′ value using Eq. (8) 

𝐒𝐭𝐞𝐩 𝟏𝟕.     Update 𝑄𝜃(s, 𝑎j) using Eq. (10) 

𝐒𝐭𝐞𝐩 𝟏𝟖.     Update 𝜇(𝑠) using Eq. (12) 

𝐒𝐭𝐞𝐩 𝟏𝟗.     Update 𝜇′ and 𝑄′ using Eq. (13) & (14) 

𝐒𝐭𝐞𝐩 𝟐𝟎.    End for 

𝐒𝐭𝐞𝐩 𝟐𝟏.   End for  

𝐒𝐭𝐞𝐩 𝟐𝟏.  s  s + 1 and 𝑎j 𝑎j+1 

𝐒𝐭𝐞𝐩 𝟐𝟏. End while 

𝐒𝐭𝐞𝐩 𝟐𝟏. If 𝑎j = 𝑎 then 

𝐒𝐭𝐞𝐩 𝟐𝟏.  Signal jammed, and Smart Jammer gets reward    

𝐒𝐭𝐞𝐩 𝟐𝟏. else  

𝐒𝐭𝐞𝐩 𝟐𝟏.  Transmission successful, agent rewarded  

𝐒𝐭𝐞𝐩 𝟐𝟏. End if 
End 

3. Results and discussion 

The proposed system is designed and executed using Python with Anaconda 

distribution installed on Windows 11 64-bit Intel Core i7 with 16 GB of RAM. This 

section presents the results and performance analysis of the proposed system by 

comparing it with other RL algorithms in terms of power cost and SNR. The study 

consider, Q-learning, DQN and an anti-jamming learning algorithms (DDPG) as 

proposed in [31]. The simulation parameters used in system performance are 

highlighted in Table 1.  
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Table 1. Simulation Parameters and its values 

Parameters Value 

Wi-Fi Frequency band 2.4 GHz 

Number of communication channels 11 

Jamming Model Smart Jammer 

Jamming power 30 dB.m 

Transmitter signal power 25-45 dB.m 

Bandwidth of Transmitter signal 20 MHz 

Bandwidth of Jamming signal 20 MHz 

Demodulation cutoff 10 dB 

Data rate 2 Mbps 

Digital modulation technique BPSK 

Channel switching Cost 0.2 

Discount factor 0.96 

Minibatch size 32 
 

 
Fig. 4.  Illustration of smart jammer and SU hopping with time-frequency analysis 

 

Based on the time-frequency analysis of hopping is depicted in Fig. 4, SUs and 

smart jammer consistently expect to achieve their goals with their sub-band channels. 

Jammers continuously anticipate their own sub-band channels to achieve their 

purpose, so the SU has to anticipate the other available sub-channels to avoid 

jamming. Grey blocks represent transmission, while dark grey blocks represent the 

smart jammer’s selected channel. Meanwhile, a white block indicates that the signal 

has been jammed. Using the jammer-selected channel, the user will be unable to 

transmit data packets because the SNR of the received signal is impaired. In an 

unknown environment, determining an optimal strategy is a challenge task for the 

agent. It is necessary that the agent understands the communication spectrum and 

interacts with the environment in order to help the SU to select the unobstructed 

transmission channel without interfering the system performance in an unknown 

environment. 

In Fig. 5, the system performance is analysed with respect to the power cost 

(milli-watt) exhibited by different RL algorithm. Based on the graph trend, it can be 

observed that the proposed adversarial learning algorithm exhibits lower power 

expenditure during transmission and is more consistent than other RL algorithms over 

the progressive time slots. As previously discussed in [31], Q-learning techniques 

suffer from the issue of dimension disaster since the environmental conditions and 

action space are continuous, and Q-learning finds an optimal policy using Q-tables 
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which are discrete by nature. With Q-learning, the learning algorithm use a Q-table 

to determine the optimal action, so the frequency has to change constantly, 

consuming more power with more frequency hopping. 
 

 
Fig. 5. Analysis of the power cost 

 

The performance of DQN and DDPG appear to be similar, with only small 

differences. As DQN uses neural networks to optimize action-value for a given task, 

it is more efficient than Q-learning, but as compared to DDPG, its performance is not 

as stable. As opposed to Q-learning and DQN, DDPG uses two neural networks 

called actor and critic that makes it more suitable to continuous action space and less 

random. In the proposed adversarial learning algorithm, two DDGP algorithms are 

trained against each other, where one is anti-jamming, and the other is smart jammer, 

learning from each other to develop better policies. Therefore, the proposed 

adversarial learning algorithm achieves less fluctuation and uses less power. 

 

 
Fig. 6. Analysis of the SNR 

 

A performance analysis of adversarial learning is shown in Fig. 6. The SNR 

factor determines how many packets are received over how many packets are 

transmitted. Basically, there are only two outcomes: either transmission is successful 

or it is not successful due to jamming. Comparing the graph trend with other RL 

algorithms over progressive time slots, the proposed adversarial learning algorithm 

has higher SNR. DQN and DDPG both have similar SNR trends, but they outperform 

Q-learning. The interesting aspect here is the higher SNR in the proposed system. 

According to the proposed adversarial learning mechanism, two neural networks 

compete and learn from each other. An anti-jamming agent builds a better policy to 

beat smart jammer agents, while the jammer tries to beat the anti-jamming agent. In 
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contrast, the proposed algorithm will build a better policy if the jammer is static, and 

if the jammer is dynamic, the policy will continue to improve. 

4. Conclusion 

In this paper, the proposed study has explored the effectiveness of adversarial 

learning scheme in conjunction with multi-agent environment for defending jamming 

attacks in CRN. Both jammer and anti-jamming mechanism have been implemented 

with DDPG a dual neural network system making them intelligent with the self-

exploration capabilities. In addition, a customized environment is adopted which is 

developed using functions of Open-AI Gym for the adequate assessment of learning 

agent algorithm. The study has devised a non-cooperative frequency-hopping system 

in which, the agent an intelligent anti-jamming mechanism, and the smart jammer are 

under adversarial learning and builds a policy against each other to meet their 

objective. The prime ideology behind devising adversarial learning scheme is to train 

an intelligent anti-jamming agent in such a way that it exposes to more dynamic 

situation given by smart jammer and learn multi-faceted recovering strategy to help 

secondary user to avoid jamming and, hence enhances the bandwidth utilization of 

user. The effectiveness and scope of the proposed adversarial learning driven 

intelligent frequency hopping mechanism is confirmed through the simulation 

results. The outcomes shows that the presented scheme outperforms the other existing 

reinforcement-learning algorithms and is capable of intelligently selecting jamming 

free sub-channels, while avoiding effects of potential jammer on the transmission.  
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