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Abstract: Malware attacks cause great harms in the contemporary information 

systems and that requires analysis of computer networks reaction in case of malware 

impact. The focus of the present study is on the analysis of the computer network’s 

states and reactions in case of malware attacks defined by the susceptibility, 

exposition, infection and recoverability of computer nodes. Two scenarios are 

considered – equilibrium without secure software and not equilibrium with secure 

software in the computer network. The behavior of the computer network under a 

malware attack is described by a system of nonhomogeneous differential equations. 

The system of the nonhomogeneous differential equations is solved, and analytical 

expressions are derived to analyze network characteristics in case of susceptibility, 

exposition, infection and recoverability of computer nodes during malware attack. 

The analytical expressions derived are illustrated with results of numerical 

experiments. The conception developed in this work can be applied to control, 

prevent and protect computer networks from malware intrusions.  

Keywords: Cybersecurity, malware attack modelling, network differential equation. 

1. Introduction 

Computer networks are software-based, which determines their vulnerability to 

malware. Computer malware is software with the ability to multiply, i.e., make 

multiple copies of itself to defeat multiple computers. Malware damages are on the 

network components and functionality, which results in an increase in network traffic 

and a significant delay in the transmission of data on it. The structure of modern 

computer malware and the common strategies used by this software to defeat the 

computer networks in which they reproduce themselves is discussed in [1, 2]. A 

classic Susceptible-Infective-Recovery (SIR) model is applied in [3] to describe the 

impact of malware on the Internet. Mathematical modelling the processes of malware 

exposure, infection, and recovery with a graphical illustration of differential 

equations’ solutions is presented in [4, 5].  
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A dynamic model based on epidemic processes in the spread of bacteria and 

viruses with theoretical analysis and digital simulation of the epidemic process is 

presented in [6]. A mathematical model to study propagation of computer worms in 

a network is suggested in [7]. A network infection model of malware attack described 

by a differential equation is proposed in [8]. Computer malware does not affect 

physically the computer systems through which they pass. However, for example, the 

known malware of Morris and Mydoom can cause serious interference by increasing 

network traffic and causing other side effects. 

Slammer malware has exploited a vulnerability in Microsoft’s SQL database 

software and caused cascading effects on computer infrastructure, airline reservation 

systems and ATMs. Various concepts related to the impact of malware and the 

classification of existing worms into Internet, e-mail, Point-to-Point, and Instant 

Messaging (IM) worms have been discussed in [9], with an emphasis on the detection 

and counteraction strategy of email and IM striking programs. 

Computer malware is regarded as a type of computer virus, but there are several 

characteristics that distinguish computer malware from virus software. The main 

difference is that the virus software is distributed through the activity of the operator 

(user) (program start, file opening, etc.), while the computer malware has the ability 

to multiply and distribute automatically without human intervention. 

In addition to being able to distribute without operator intervention, computer 

malware has the ability to self-replicate. That is, this software creates multiple copies 

of itself to smash other computers. This is accomplished by sending mass emails to 

email addresses of malware infected computers on the web. 

Examples of computer malware are Stuxnet, Duqu, and Flame, which continue 

to make new copies of their primary cyber-malware copies. The ability of malware 

to spread and multiply at high speeds, overcoming defence mechanisms, makes them 

a major threat to the security of distributed computer systems. In [10] a software 

sensor complex for the automatic detection of potential vectors (directions) for 

network infection and counteraction is presented. A common feature of various types 

of malware, viruses and bots (automatic generation of data that floods IP addresses 

on the network) and methods of influencing applications and network devices and 

countermeasures are presented in [11]. 

The Internet is the main medium used to commit computer crimes. Malware 

attacks are identified as the highest security risk on the computer network. This 

software is designed to be distributed without notice or interaction with users. It 

causes an increase in traffic requests, which in turn ensures a cyberattack. An 

assessment and topological analysis of network vulnerabilities, as well as cyber-

attack prevention algorithms for unauthorized access to data, and a robotic program 

completely to neutralize malware are presented in [12]. Modern information and 

communication systems are becoming more diverse and sophisticated, making them 

a privileged target for network and computer attacks. 

An attack model called Attack Identification and Defence AIDD is presented in 

[13]. A complete description of the processes for detecting and preventing malware 

attacks in modern computer networks is given in [14]. Knowledge of its source code 

is essential to counteract malware effectively. The characteristics and descriptions of 
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some major source codes with malicious effects on applications and network 

components are presented in [15]. A detailed description of the Stuxnet Worm 

malware has been made in [16]. Pass-the-Hash, one of the most prevalent yet 

underrated attacks for credentials theft and reuse is presented in [17]. Time 

correlation between security and risk assessments and individual environment 

compliance framework is analysed in [18]. Observing, measuring and collecting 

HDD performance metrics on a physical machine during ransomware attack is 

discussed in [19]. Big data analytics in the e-Learning space, data pre-processing, and 

classification for traffic anomaly intrusion detection using NSL-KDD dataset are 

presented in [20, 21]. 

Mathematical modelling of the computer network behaviour and the dynamics 

of its nodes, which are malware exposed, infected and recovered by protected 

software after malware attack is in the focus of the present work. It includes a 

definition of basic differential equations describing the state of the network, i.e., 

determining the number of nodes in the computer network that are prone to attack, 

susceptible, exposed, infected, and recovered from impact. The purpose of this study 

is to suggest a solution of the differential equations describing the behaviour of the 

computer network under a malware attack.  

The rest of the article is organized as follows. Section 2 presents a mathematical 

model of cyberattack. Section 3 presents the solution of the system of differential 

equations at equilibrium state of a computer network. Section 4 determines the 

optimal (extreme) values of the characteristics of a computer network for malware 

attack at system equilibrium. Section 5 presents the solution of the system of 

differential equations in the no equilibrium state of the computer system. Section 6 

draws conclusion remarks. 

2. Mathematical model of cyber malware attack 

In the area of the cyber security, an epidemic Susceptible-Exposed-Infectious-

Recovered (SEIR) model is applied to evaluate transmission of malware in computer 

networks. The variables S, E, I, R are introduced, where: S is the class of susceptible 

nodes (those able to contact the malware); E is the class of exposed nodes (those who 

have been infected but are not yet infectious); I is the class of the infective nodes 

(those capable of transmitting the malware); R is the class of recovered nodes (those 

which have become immune by antivirus software). The following rates and periods 

are introduced in the analysis: 

1/ T   is the mortality rate, Tµ is the mortality period due to malware attack; 

1/ T   is the rate of the infectious contact, i.e., data exchange between 

susceptible and infected nodes, Tβ is the period of the infectious contact or the latent 

period;  

1/ T   is the rate of node failure, Tδ is the period of node failure in the network 

because of infection; 

1/ T   is the infection rate of the exposed class, T  is the infection latent 

period; 
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1/ T   is the rate of recovery from infection, T is the recovery period; 

rTr /1  is the inherent susceptible growth rate, rT  is the inherent susceptible 

growth period.  

The susceptible class is characterized by a competition carrying capacity k > 0 

of logistic growth, and maximal susceptible growth rate r > 0. The logistic growth is 

equal to the sum all classes’ initial cardinalities, i.e., 0000 RIESk  . The 

carrying capacity k is a constant if the rate of recovery and failure are equal, in general 

k is a variable. The effectiveness of the antivirus software on a network is limited due 

to the time interval for updating antivirus software and cost efficiency. 

In case  is the effective contact rate, as many as . . /I S k  susceptible nodes 

will be exposed. In case new nodes in the computer network are categorized as 

susceptible, the number of susceptible nodes increases to .S  nodes. The 

transmission malware infection can occur through direct data exchange between 

susceptible and infected nodes. The dynamics of the nodes in the susceptible S class 

is defined by the differential equation 

(1) 
. .

. 1 .
dS S I S

r S S
dt k k




 
    

 
, 

where 









k

S
Sr 1.  relates the growth rate of the susceptible class, dtdS / , to the current 

size S of the susceptible class, incorporating the effect of the two constant parameters 

r, the inherent susceptible growth rate, and k, the carrying capacity k of logistic 

growth. 

The number of infected nodes increases to E , due to the existence of exposed 

and infected nodes. In case that  is the rate, at which the exposed nodes become 

infective up to E of exposed nodes will be infected. The number of exposed nodes 

increases up to . . /I S k  nodes. The transmission malware infection can occur through 

direct data exchange between susceptible and infected nodes. The dynamics of the 

nodes in the exposed E class is defined by the differential equation 

(2) 
. .

( ).
dE I S

E
dt k


    . 

The number of infected nodes increases up to E due to existence of exposed 

nodes that have been infected. The number of infected nodes decreases to ( ).I 

and Rec(I) due to mortal and failure nodes and recovery of infected nodes. 

The dynamics of nodes in the infected I class is defined by the differential 

equation  

(3) . ( ). Rec( )
dI

E I I
dt

      . 

In case that  is the recovery rate, the number of recovered nodes based on the 

protected software is defined by the expression [3] 

(4) 
min

min

, 0 ,
Rec( )

, ,

I I I
I

m I I

  
 


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where  is the recovery rate of I nodes when the antivirus program is not fully used, 

i.e., min0 II  , min.Im   if minII  , where minI is the minimum number of 

infected nodes, after that the antivirus program is activated.  

The number of recovered nodes increases up to .I , due to recovery of infected 

nodes. The number of recovered nodes also increases to Rec( )I  due recovery of 

infected nodes, and decreases to .R , due to failure of recovered nodes. The 

dynamics of recovered nodes in class R, i.e., the instantaneous rate of recoverability 

is defined by the differential equation 

(5) Rec( )
dR

I R
dt

  . 

The system of differential equations describing the behaviour of a computer 

system attacked by malware and dynamics of classes S, E, I, and R in the computer 

network can be written as 

(6) 

. .
. ( . ). . ,

. .
( ). ,

. ( ). Rec( ),

Rec( ) .

dS S I S
r S r S S

dt k k

dE I S
E

dt k

dI
E I I

dt

dR
I R

dt





 

  



  
    

 


  

    


  


 

The first three equations are independent of the recovery class R, which allows 

the system of equations to be reduced to three linear differential equations, i.e., 

(7) 

. .
. ( . ). . ,

( . ). ( ). ,

. ( ). Rec( ).

dS S I S
r S r S S

dt k k

dE
I S E

dt

dI
E I I

dt




  

  

  
    

 


  



   


 

3. Solution of the differential equations’ system at equilibrium state of 

a computer network 

In equilibrium state of a computer network, the variables S, E, I defining the 

susceptible, exposed and infected classes of nodes are constant in time, i.e., 

(8) 0
dt

dS
, 0

dt

dЕ
, 0

dt

dI
. 

Taking into account the above conditions, the system of algebraic equations 

defining the equilibrium state of the computer network is written as: 
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a) In case min0 II   

(9) 

. .
. ( . ). . 0,

. .
( ). 0,

. ( ) 0;

S I S
r S r S S

k k

I S
E

k

E I





 

   

  
    

 


  


   



 

b) In case minII   

(10) 

. .
. ( . ). . 0,

. .
( ). 0,

. ( ). 0,

S I S
r S r S S

k k

I S
E

k

E I m





 

  

  
    

 


  


   



 

where min.m I . 

The solution of the system (9) in the presence of susceptible computers, but in 

absence of exposed and infected nodes, i.e., E = 0, I = 0, is written as 

(11) 
( )k r

S
r


 . 

In endemic equilibrium, i.e., S ≠ 0, E, I are constant, the system of the algebraic 

equations (9) is rewritten as 

(12) 

. .
. 0,

. .
( ). 0,

. ( ) 0.

r S I
r

k k

I S
E

k

E I





 

   


   




  


   



 

The solutions of algebraic system (12) are as follows: 

(13) 
2 2

2

. ( )
,

.

. ( ) . . ( )
. ,

.

. ( ) . . ( )
,

.

k а
S

k r r k a
E a

k r r k a
I

 

 

   

 

   

 

 
 


   

 

   
 



 

where а      . 
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In endemic equilibrium, i.e., S ≠ 0, E, I are constant, the system of the algebraic 

equations (10) is rewritten as 

(14) 

. 0,

. .
( ). 0,

. ( ). 0.

r I
r S

k k

I S
E

k

E I m





 

  

  
    

 


  


   



 

The solution of the system (14) in endemic equilibrium is as follows. From the 

first equation the number of nodes in the susceptible class S is determined 

(15) 
( ) .k r I

S
r

  
 . 

From the third equation the number of nodes in the exposed class E is 

determined  

(16) 
( ).I m

E
 



 
 .  

Substitute (15) and (16) into the second equation of (14). The following 

quadratic equation is obtained for the infected nodes I in the network at endemic 

equilibrium 

(17) 2 2 [ ( ) . ( )( )]. . . .( ) 0I k r k r I k m r                 . 

The solution for the number of infected nodes I can be written as 

(18) 1,2 22. .

b t
I

 


 , 

where ( ) . ( )( )b k r k r          , 2 24. . . . . .( )t b k m r      . 

Substitute the expression (16) in the expressions (15) and (16) for determining 

the susceptible S and exposed E nodes in the network at endemic equilibrium 

(19) 1,2

1,2

.( )k r I
S

r

  
 , 

(20) 
1,2

1,2

( ).I m
E

 



 
 . 

In endemic equilibrium and antivirus software on, i.e., min2,1 II  , the number 

of infected nodes is defined by 

(21) 1,2 min2
.

2. .

b t
I I

 


   

Hence, in case of positive value of the radical, the condition of endemic 

equilibrium with the antivirus program on is defined by the inequality 

(22) 2

min .2. .t I k b   . 
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4. Determination of the extreme values of the computer network’s 

characteristics against malware attack at system equilibrium 

To determine the extreme values of the computer network’s characteristics against 

malware attack at endemic equilibrium, the Jacobian matrices of the systems (9) and 

(10) and their eigenvalues are calculated. Based on the left-hand sides of the 

equations (9), the following vectors are defined 

(23) 

. .
. ( . ). . ,

( . ). ( ). ,

. ( ). .

S I S
A r S r S S

k k

B I S E

C E I I




  

   

  
    

 
  

    



 

From the left-hand sides of the equations from the system of Equations (10), the 

following vectors are defined: 

(24) 

. .
. ( . ). . ,

( . ). ( ). ,

. ( ). .

S I S
A r S r S S

k k

B I S E

C E I m




  

  

  
    

 
  

     



 

In case min0 II  the Jacobian matrix of the system (9) can be written as 

(25)   1

.
2. . 0

. .
( )

0 ( )

S I SA A A
r r

k k kS E I

B B B I S
J

S E I k k

C C C

S E I

 


 
 

   

                   
              

       
       

. 

In case minII  the Jacobian matrix of the system (10) can be written as 

(26)   2

.
2. . 0

.
( )

0 ( )

S I SA A A
r r

k k kS E I

B B B I S
J

S E I k k

C C C

S E I

 


 
 

  

                   
              

        
       

. 

In case of complete equilibrium in the computer network, S = 0, E = 0, I = 0, 

i.e., in absence of susceptible, exposed and infected nodes, the eigenvalues of the 

matrix 1J  are elements of the rectangular diagonal matrix 1Ĵ  from the singular 

decomposition of 1J  
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(27) 1

0 0

ˆ 0 ( ) 0

0 0 ( )

r

J



 

  

 
 

  
 
    

. 

In order to achieve asymptotic equilibrium and global stability in a computer 

network over time in case min0 II   the eigenvalues should be negative, which sets 

the condition r  . In the case of complete equilibrium of the computer network, 

i.e., S = 0, E = 0, I = 0 (in absence of susceptibility, exposure to infection and infection 

of nodes) the eigenvalues of the matrix 2J  are elements of the rectangular diagonal 

matrix 2Ĵ  from the singular decomposition of 2J . 

(28) 2

0 0

ˆ 0 ( ) 0

0 0 ( )

r

J



 

 

 
 

  
 
   

. 

In order to achieve asymptotic equilibrium and global stability in the computer 

network in case minII   over time, the eigenvalues must be negative, which again 

poses a condition r  . In presence of a susceptibility of the computer network under 

a time condition 0tt  , where 0t determines the moment of asymptotic constant 

susceptibility S and the absence of exposed and infected nodes in the network, i.e., 

(29) 
( )k r

S
r


 , E = 0, I = 0. 

The Jacobian matrix 

(30) 3

2. . 0

0 ( )

0 ( )

S S
r r

k k

S
J

k





 

  

  
    

  
 

   
 

  
 
 

, 

can be rewritten as 

(31) 3

( )
( ) 0

( )
0 ( ) .

0 ( )

r
r

r

r
J

r


 


  

  

 
   
 

   
 
 

  
  

. 

The eigenvalues of the matrix 3J  are elements of the rectangular diagonal 

matrix 3Ĵ  from the singular decomposition of 3J  
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(32) 
2

3

2

( ) 0 0

4ˆ 0 0
2

4
0 0

2

r

f g f
J

f g f


 
  
 

   
  
 
   
 
 

, 

where 2f      , 
. .( )

( )( )
r

g
r

  
   


    . 

The eigenvalues of the matrix 3J  are negative, which means r   and

2 4
0

2

f g f  
 . In the presence of a fixed susceptibility of the computer network 

to malware attack asymptotically defined by the expression 
( )k r

S
r


  in case 0tt 

and dynamics of exposed and infected nodes in the network, i.e., 0var E , 

0var I , the system of differential equations for E and I is rewritten as 

(33) 

( )
( ). . . ,

. ( ). .

dE r
E I

dt r

dI
E I

dt


  

   


   


    


 

The matrix of coefficients of the system (33) is written as 

(34) 

.( )
( ) .

( )

k r

r


  

   

 
  
 

   

. 

Eigenvalues λ of the matrix (34) are calculated from the following equation 

(35) 

( )
( ) .

det 0

( )

r

r


   

    

 
    
 

    

. 

Based on (35), the following quadratic equation in respect of the eigenvalues λ 

of the matrix (34) is written 

(36) 2 . ( )
( 2 ) ( )( ) 0

r

r

  
          


          . 

To obtain asymptotically decreasing number of nodes in classes E and I, the 

eigenvalues should have real negative values, which is achieved if r  , and 

. ( )
( )( )

r

r

  
    


     if r  . The latter can be expressed as 

(37) 
. .( )

1
.( )( )

r

r

  

    




  
.  

The left-hand side of inequality (37) is the baseline reproductive number of new 

infected nodes caused by infection of the susceptible nodes in the network, which is 

denoted as 
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(38) 
0

. ( )

.( )( )

k r
R

r

 

    




  
.  

In case 10 R , the malware cannot affect a network that remains asymptotically 

locally stable. If 10 R , the malware attacks the computer network, which becomes 

unstable. 

The solution of the quadratic equation (36) can be written as 

(39) 

2

1,2

. ( )
( 2 ) ( 2 ) 4 ( )( )

2

r

r

  
            



 
             

 
 . 

The maximal eigenvalues of the singular matrix decomposition (34) determine 

the dynamics of classes E and I. In case, 0tt   a maximum in the class E exposed to 

malware is registered. In case, 01 ttt   a maximum in class I of malware infection 

is registered. 

5. Solution of the differential equations’ system in the no equilibrium 

state of the computer system 

The behavior of a computer network attacked by malware is represented by 

dynamics of susceptible S, exposed E, infected I, and recovered R classes and 

is expressed as 

(40) 0
dt

dS
, 0

dt

dE
, 0

dt

dI
. 

Based on the time dependence of classes S, E, I, R the following complete 

system of differential equations can be written 

(41) 

. ( . ). ( . ). . ,

. .
( ). ,

. ( ). . ,

Rec( ) .

dS S
r S r S I S S

dt k

dE I S
E

dt k

dI
E I I

dt

dR
I R

dt

 


 

   



  
    

 


  

    


  


 

In case min0 II   the system of differential equations (41) is rewritten as 

(42) 

. .
. ( . ). . ,

. .
( ). ,

. ( ). ,

. . .

dS S I S
r S r S S

dt k k

dE I S
E

dt k

dI
E I I

dt

dR
I R

dt





 

   

 

  
    

 


  

    


  

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In case minII   the system of differential equations (41) is written as 

(43) 

. .
. ( . ). . ,

. .
( ). ,

. ( ). ,

. .

dS S I S
r S r S S

dt k k

dE I S
E

dt k

dI
E I m

dt

dR
m R

dt





 

  



  
    

 


  

    


  


 

In case minII  , the systems of equations (42) and (43) can be combined 

provided that 
min.m I . The first differential equation rewritten in the form 

(44) 2min.
. .

IdS r
r S S

dt k k




 
    
 

, 

can be interpreted and solved as a Bernoulli differential equation. 

The following substitution is made 

(45) min.I
а r

k




 
   
 

, 









k

r
b . 

Then equation (44) is rewritten as 

(46) 2. .
dS

S a S b S
dt

   .  

Assume 0S , then the left and right parts of (44) are divided by 2S , i.e., 

(47) 
2

S a
b

SS


  . 

A new function is being introduced )(tzz   and its first derivative ( )z z t   is 

determined, i.e., 

(48) 11
)(  S

S
tzz , 

2

( )
( )

dz t S
z z t

dt S


     . 

Equation (47) can be written as 

(49) .z a z b    . 

The solution of (49) is written as 

(50)        dtdtabCdtaz ..exp..exp . 

Based on substitution 1 zS , the solution of the differential equation (47) for 

S is 

(51) 
 

   







dtdtabC

dta
tS

..exp.

.exp
)( . 

Given that a and b are constant quantities, the expression (51) can be rewritten 

as 

(52) 
 

 taаbC

ta
tS

.exp)./(

.exp
)(




 . 
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In case t = 0, 00 )( StS  . Then, the integration constant is   1
0


 SC . 

The following expression is derived for the susceptible class 

(53)   
ta

ta

eаbE

еE
tS

.
0

.
0

)./.(1

.
)(






, or 

 ta

ta

e
a

b

S

е
tS

.

0

.

.1
1

)(






, 

where 
min( . )а r I    , 










k

r
b . 

The fourth differential nonhomogeneous equation from the system of 

differential Equations (6) is rewritten in the form 

(54) mR
dt

tdR
 .

)(
. 

The equation (54) is a first-order nonhomogeneous differential equation with a 

constant term 0m . The solution of (54) is the sum of the general solution )(0 tR  of 

the homogeneous differential equation 0 ( )
. ( ) 0

dR t
R t

dt
  and a particular solution of 

a nonhomogeneous equation
cR , i. e., 

(55) 
0 c( ) ( )R t R t R  . 

The homogeneous differential equation for the component )(0 tR is written as 

(56) 0

0

( )
. ( ) 0

dR t
R t

dt
  , i.e., 0

0

( )
.

dR t
dt

R
  .  

After integration, it can be written 

(57) 0ln ( ) .R t t C   , i.e., .

0 ( ) . tR t C e  ,  

where C is the integration constant. 

Let cR  be a particular solution of the differential Equation (54), 

(58) c

c.
dR

R m
dt

  . 

The term m of the differential equation is a constant, and then the particular 

solution cR is a constant. Hence, it can be written 

(59) c

m
R


 . 

The expressions (57) and (59) are substituted in (55), i.e., 

(60) 
.( ) . t m

R t C e 



  . 

In case 0t , 0)0( R , and 
m

C


  , then the general solution of the 

nonhomogeneous differential equation can be written as 

(61)  .( ) 1 tm
R t e 



  . 

Equation (61) describes the dynamics of recovered computer network’s nodes. 

In case t , the maximum number of recovered computer nodes in the class R is 
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/m  . Taking into account the time dependent S, defined by (53), the second and 

third differential equations in (42) are written as 

(62) 
.

0

.

0

.
( ). . .

1 . .

a t

a t

E еdE
E E I

dt E b e
  



    


, 

(63) . ( ).
dI

I E I
dt

        . 

From equation (63) E and E are defined as follows: 

(64) 
( ).I I

E
  



  
 , 

( ).I I
E

  



  
 . 

Substitute expressions (64) in (62), which yields 

(65) 
.

0

.

0

. . .
( 2. ). ( )( ) . 0

1 .( / ).

a t

a t

Е e
I I I

E b а e

 
        

 
          

 
. 

The characteristic equation of the differential (65) is written as 

(66) 
.

2 0

.
0

. . .
( 2. ). ( )( ) 0

1 .( / ).

a t

a t

Е e

E b а e

 
          

 
          

  

. 

To obtain solutions for E and I asymptotically decreasing in case t  the 

following condition should be satisfied 

(67) 
.

0

.

0

. . .
( )( )

1 .( / ).

a t

a t

Е e

E b а e

 
    



   


. 

The solution of quadratic equation (66) is written as 

(68) 

.
2 0

.
0

1,2

. . .
( 2 ) ( 2 ) 4 ( )( )

1 .( / ).
.

2

a t

a t

E e

E b а e

 
            



 
             

  
  

The root of the greater absolute value, denoted by ( )  is chosen. Then, the 

solution of the differential equation (60) is written as 

(69) .. tI C e  . 

The integration constant is determined by the condition min0)0( IIIC   in 

case 0t , i.e., it can be written .

0 . tI I e  .  

Replace .. tI C e   in 
( ).I I

E
  



  
 , then 

(70) 
.( ). . tC e

E
   



  
 . 

The integration constant C in (70) is determined by condition 0)0( EEE  , in 

case 0t , i.e., it can be written 

(71) 0 .E
C



   


  
. 

The expression (70) is rewritten as 

(72) .

0 . tE Е e  . 

The analytical expressions determining the dynamics of susceptible, exposed, 

infected and recovered computer nodes in case of a malware attack could be used to 
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simulate the behaviour of nodes in computer networks, and to develop defensive 

counter-strategies. 

6. Numerical experiment 

Based on the solution of the system of the differential equations in respect of 

susceptible, exposed, infected and recovered nodes of the computer network in state 

of endemic equilibrium and not endemic equilibrium, i.e., in the state of activated 

secure software, the numerical experiment has been carried out at the following initial 

values of the main parameters: 

Initial number of susceptible nodes S0 = 150.  

Initial number of exposure nodes E0 = 15.  

Initial number of infectious nodes I0 = 2.  

Initial number of recovered nodes R0 = 0.  

Rate of contact infection  = 0.05.  

Natural death rate of nodes  = 0.02.  

Infection rate  = 0.04.  

Penetration intrinsic growth rate r = 0.2.  

Carrying capacity k = 167.  

Recovery rate 0 = 0.04.  

Death (destruction) rate due to the attack = 0.01. 

The results of the experiment are shown in the following figures. 

The dependence of the susceptible class on time at endemic no equilibrium, i.e., 

under the action of security software is presented in Fig. 1. The curve illustrates very 

steep decreasing of the malware susceptibility in the computer network due to the 

activation of the protected software. 
 

 
Fig. 1. Dependence of the susceptibility on time at endemic no equilibrium, i.e., under the action of 

security software 
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The dependence of the computer nodes’ exposure on the time at endemic no 

equilibrium, i.e., under the action of security software, is shown in Fig. 2. At the 

beginning, the exposure of the computers to the infection increases to the point 90 t  

of the extremal exposure, where the curve of the susceptibility alters its steep, i.e. the 

steep of the susceptibility decreases. After that point, the exposure decreases and 

asymptotically strives to zero.  
 

 
Fig. 2. Dependence of the exposure on time at endemic no equilibrium, i.e., under the action of 

security software 

 

The dependence of the computer nodes’ infection on time at endemic no 

equilibrium, i.e., under the action of security software is shown in Fig. 3. At the 

beginning, the infection of the computers steeply increases to point of the extremal 

infection, 151 t . After the extremal point, the infection asymptotically decreases to 

zero.  

 
Fig. 3. Dependence of infection on time at endemic no equilibrium, i.e., under the action of security 

software 
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The dependence of computer nodes’ recoverability on time at endemic no 

equilibrium, i.e., under the action of security software is shown in Fig. 4. The 

recoverability of computers in the network exponentially increases. 

 
Fig. 4. Dependence of recoverability on time at endemic no equilibrium in case 0 = 0.04, i.e., under 

the action of security software 

 

In case the initial recovery rate is 0 = 0.04, the behavioural curve of the network 

recoverability is shown in Fig. 3. In case t  , the recoverability strives 

asymptotically to R = 4. 

7. Conclusion 

The dynamic states of the computer network’s nodes exposed to malware impact has 

been defined by a linear system of differential equations. Solutions of differential 

equations in case of endemic equilibrium and no equilibrium in case the protected 

software is activated in the computer nodes from S, E, R, and I classes, have been 

derived. The methodology being developed for evaluating the behaviour of a 

computer network can be further expanded and applied in case of different stochastic 

distributions of malware attacks. 
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