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Abstract: The urban traffic control optimization is a complex problem because of the interconnections among the junctions and the dynamical behavior of the traffic flows. Optimization with one control variable in the literature is presented. In this research optimization model consisting of two control variables is developed. Hierarchical bi-level methodology is proposed for realization of integrated optimal control. The urban traffic management is implemented by simultaneously control of traffic light cycles and green light durations of the traffic lights of urban network of crossroads.
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1. Introduction

Improvement of the traffic management in urban areas for optimizing the transportation behavior is a problem, being continuously solved. There is no need to explain the importance of the problem, related to the traffic control and the consequences for improving the traffic operation, transport services, pollutions and fuel consumptions. From the point of view of the control theory the control influences, which can be applied for the transport control are not so many and they define a control space, which contains the duration of the green lights of a stage (phases or splits) during which the appropriate stream has right of movement; the cycle time which contains all phases and time loss between phases on a junction; and the offset which is the time difference between cycles of successive crossroads and it gives rise to a “green wave” along an artery [35].

The traffic light settings play a general role in determining the quality of operating conditions at signalized intersections. The goal of the traffic lights control is to minimize the average vehicle stay or some other measures of effectiveness [25]. Various models for optimizing the traffic lights control have been developed in research studies. Traffic lights control is formalized for both saturated and oversaturated junctions [8, 64].

Formal developments for the application of different components of the traffic lights control space (split, cycle, offset) have been done as intelligent algorithms for enhancement the operations on signal intersections [3, 34, 36, 51, 61]. Simulation
and heuristic assumptions are widely applied for achieving robust and realistic traffic management [22, 52].

An important feature of these researches is that they apply control impact mainly by the split of the traffic lights. Simultaneous optimization of split and cycle is not met. In [13, 14] the traffic control is performed by the split of the lights, assuming constant cycle. In [6, 19] only the cycle is considered without the usage of the split.

The goal of the research is to develop an optimization model, which improves the urban traffic management in order to decrease the queues in front of the junctions. This paper targets the development of a formal model, which allows simultaneous optimization of the split and the cycle of the traffic lights. Thus, the control space of this problem is increased, which allows potentially achieving better control results in the traffic management. The goal of the study is implemented by the application of a methodology from the hierarchical bi-level optimization. The added value of this research is the increase of the control space of the traffic lights control. Such increase is obtained by simultaneously applying as control variables both traffic lights parameters: the green lights durations (the split) and the traffic light cycles. For achieving this research goal several problems have to be solved: 1) overview of the traffic optimization models; 2) methodologies and approaches for traffic control modeling; 3) analytical definition of the lower-level optimization problem of the model; 4) analytical definition of the upper-level optimization problem of the model; 5) numerical simulation of the newly developed optimization model. The solutions of these defined problems are sequentially described below.

2. Overview of models optimizing traffic lights green duration (split) and cycle time

One of the important and challenging real-world problems, which aim to minimize the travel time of vehicles by coordinating their movement at the road intersections is traffic signal control. The macroscopic models consider a behavior of aggregate traffic flow. This means that no distinction is made of user-classes, such as traveler types (commuters, freight, tourist, etc.), vehicles types (person-cars, trucks, busses, and vans), paying and non-paying traffic, and various types of guided vehicles [23]. This aggregation increases the applicability of macroscopic models to the synthesis and analysis of multilane multiclass traffic flow. For a review of macroscopic modelling approaches used for traffic networks one can refer to [33]. The modelling of both main network’s components – links and nodes are analyzed with their advantages and disadvantages and solution procedures are discussed. The macroscopic traffic control of a large-scale mixed transportation network consisting of freeway and urban network is considered in [42]. The urban network is presented for two regions, where each one has a well-defined macroscopic fundamental diagram or determined relationship between network density and outflow.

Integration of microscopic and macroscopic modelling for autonomous vehicles is developed in [54]. A microscopic dynamics is considered in junctions at the first level. The second level (macroscopic model) aims to optimize the network performance by minimizing the queues in all road links. The traffic optimization is
performed in a global optimization problem. A recent survey of widely acknowledged transportation approaches for traffic signal control is done in [56]. The key point of the survey is the inclusion and application of methods, belonging to artificial intelligence techniques like a variation of machine learning technique called reinforcement learning. Existing traffic signal control systems follow pre-defined signal plans so there is not enough training data to differentiate good and bad traffic signal plan strategies, which are the base of typical supervised learning. The essence of their approach is to change the signal plans and then learn from the outcomes of the reinforcement learning by trial-and-error approach.

The trend for application of adaptive traffic control systems and implementations in practice are discussed in [1]. The current control policy concerns continuously monitoring of the traffic conditions on urban roads and adjusting traffic signal timings to minimize stops and delays. The assessment of the adaptive control strategies is mainly performed by software simulation tools. An overview of some of the widely used micro-simulation packages is given in [40].

The traffic signalization received a great evolution from the first pre-fixed signals with fixed times to the real-time traffic signalization. A roughly taxonomy of traffic signal systems can be found in [55]. Traffic signal control is an important real-world problem, which aims to minimize the travel time of vehicles by controlling their movements in urban environments. The traffic signal control systems use approximate oversimplified information about the traffic dynamics. The more data and complex control methods always require more computing power for implementation of intelligent transportation. For an up to date survey of the problems in traffic control one can refer to [56].

The queue problem of the traffic control is the integration of the different types of control, split, cycle and offset in a common optimization problem. Because such problem will suffer for considerably computational resources, the approach, which is used in the traffic control, is to decentralize the control and to apply only one of the possible control impacts: split or cycle. The tendency to derive models, which target decomposition of the traffic control problem from centralized manner of solution to decentralized one, is explicitly seen. This reduces the workload of evaluations and allows the system to cope with the dynamic changes of the traffic conditions. Centralized and decentralized traffic lights control is developed and analyzed in [9].

The duration of the green lights (split) is the control set in an optimization problem. The strong point of the investigation is the decentralization of the split evaluation for decreasing the computational workload of the traffic control. The same approach for decentralized traffic lights control is applied in [32]. In [62] a decentralized control model for connected automated vehicle trajectory optimization at an isolated signalized intersection with a single-lane road is formalized. Each connected automated vehicle targets the minimization of its own travel time, fuel consumption and safety risk.

The split as the only control impact is used in most researches. In [63] a piecewise linear model of traffic flow dynamics at signalized intersection is derived. Together with non-signalized intersection, a traffic lights control problem is formulated like a mixed integer programming problem. Green splits of the phase
control are the control impacts, assuming constant values of the cycles. In [24] the signal timing like split parameters, optimized in central way in a common problem are decomposed by a decentralized approach. Thus, the local signal timing optimization problem controls the timing of only a single intersection. This decomposition reduces the complexity of the centralized control problem and real-time response for the traffic dynamics is achieved. In [9] authors develop and analyze centralized and decentralized traffic lights control. The duration of the green lights (split) is the control set in an optimization problem. The strong point of the investigation is the decentralization of the split evaluation for decreasing the computational workload of the traffic control. The same approach for decentralized traffic lights control is applied in [32].

Attempt to simultaneously control of splits, cycles and offsets are made in [11]. The defined optimization problem in explicit way concerns cycles and offsets of two neighboring junctions, which is very simplified example of integrated traffic control.

The cycle control is also applied for traffic lights control. In [7] only the traffic signal cycle is used as a control variable for minimizing the vehicle delay and increase the throughput on an intersection. In [57] optimization traffic signal cycle for signalized intersections is formalized. The optimization problem evaluates only the durations of the traffic cycles at junctions. The problem takes in consideration the vehicles delay time, pedestrian crossing time, and drivers’ anxiety, waiting in front of the traffic lights. Only three intersections are considered.

In [41] simultaneous optimization of the split and cycle is performed for a single junction. The approach is promising but the scale of urban network to only one junction has limited practical applications. The same claims for simultaneously control of split, cycle and offset are described in [27]. But the presented formal model calculates only the green split for four intersections. The defined problem is integer binary one and model predictive control is applied. This means that an integer optimization problem is solved sequentially, but only the first discrete of the solutions are applied in traffic control.

The multicriteria optimization insists on simultaneous optimization according to a set of criteria [18, 37-39]. As a particular application of the multicriteria optimization, this research uses the bi-level hierarchical optimization. The latter applies simultaneously two criteria in hierarchical sequence for the problem optimization.

Each optimization level evaluates its own set of control impacts. But the overall bi-level problem evaluates an extended control set, which contains the overall sum of controls for both hierarchical levels [44]. This potential of the hierarchical optimization can benefit the simultaneous usage of the traffic impacts (split, cycle and offset) by defining and interconnecting optimization problems in hierarchical order. Unfortunately, the hierarchical optimization needs global solutions on each level, which is computationally time consuming. That is the reason currently only the bi-level optimization forms to be applied for more realistic control problems. In [21] a bi-level model for traffic network signal control is formulated as a dynamic Stackelberg game. The optimization problem has equilibrium constraints, which are form of additional optimization problem. The lower level problem applies user
equilibrium relations of LVR model [31, 43]. The upper-level control variables are the green splits and the objective is to minimize the travel cost. In [5] the bi-level formalization is applied for the decrease the transportation risk of hazardous loads. The low level problem evaluates the optimal route of transport and the upper level satisfies the community constraints for minimizing the risk. The transport of Liquefied Petroleum Gas (LPG) is of serious risk as the LPG is a hazardous material (hazmat). It is transported in cylinders by vehicles on urban road networks to meet varying demand of community safety. A bi-level optimization of transportation is presented in [26]. The bi-level optimization is applied to stimulate intermodal transport by determining pricing strategies [53]. In [52] the bi-level optimization is applied for bus lane optimization. The simultaneous existence of freeway and bus transportation is considered. Many urban centers have traffic control strategies, based on time-of-day intervals. In [16] a bi-level optimization model for simultaneously solution of the segmentation problems and the traffic control problems over these time intervals is formalized. In [29] coordinated control of the traffic signal which considers the pedestrian crossing delay is studied. Only the split is evaluated on the areas close to metro stations, where many people use the metro station simultaneously with the vehicle traffic.

The form of Stackelberg game is also used for the optimization of vehicle routing problem [58]. The upper-level optimization targets minimization of the carbon emissions from the government’s perspective and the lower-level model from the firm’s perspective. The route choice in bi-level optimization is given also in [50].

The bi-level optimization is applied in [15] and description of the components of the bi-level problem is given. Definitions, classifications, objectives, constraints, network topology decision variables, and solution methods, related to the urban transportation network design problem is given. This taxonomy presentation gives a picture of transportation network design problem, allowing comparisons of formulation approaches and solution methods of different problems in various classes of urban transportation network problems, defined in the terms of bi-level optimization. In [10] the traffic control problem is formalized also as a bi-level optimization problem. The key point is the choice of methods for solving such problems. Four approaches for solving the bi-level problem are presented: by penalty function, solutions of sequences of quadratic and/or linear sub-problems. In [20] the bi-level programming approach is applied for evaluation of the splits of traffic lights. Both upper and lower level optimization problems evaluates the splits, but under different constraints. The upper level problem applies objective function to maximizing the weighted trip of vehicles. The lower level problem optimizes the traffic assignment. The bi-level formulation of the traffic control problem in [30] evaluates the splits on the upper level by minimizing the average travel time of drivers. The lower level problem goal evaluates and keeps the network’s equilibrium.

3. Methodologies and approaches for traffic control modelling

The main methodologies used for the traffic control modelling are two. The first is traffic dynamic following the continuity of flows. It is based on the analogy between the liquid flow dynamics and traffic flow dynamics. This methodology is introduced
by Lighthill and Whitham [31], and later by Richards [43] and their model is known currently like “LWR” – the first letters of their families. This model is suitable mainly for highway traffic modelling, although it can be used in special cases for urban traffic control [48].

The second methodology for the traffic control modelling which is used in this research is so called “Store-and-forward-modelling”. It is one of the first traffic modelling methodologies suggested in [17]. This model finds extensive and wide application by many researchers due to its simplicity [2, 4, 12, 28, 59]. The model formalizes the queue lengths in front of the traffic lights. The following arguments are included in the model. The queue lengths in front of the traffic lights consists of vehicles denoted by \( x(k+1) \) at the moment \( k+1 \). This value represents the number of vehicles in the previous moment \( x(k) \) to which is added the incoming traffic flow \( q_{in}(k) \) decreased by the outgoing flow \( q_{out}(k) \) according to relation

\[
 x(k+1) = x(k) + q_{in}(k) - q_{out}(k). 
\]

The incoming flow \( q_{in}(k) \) represents the traffic increase by the number of vehicles which come to the junction and they are added to the queue length. We assume this value is known in advance for any junction and it is regarded as initial known parameter for the model. That is why it will be denoted by \( x_{in}(k) \) in relation (3).

The essential variable of the store-and-forward model is the outgoing flow \( q_{out}(k) \) because it decreases the queue length. The outgoing flow depends on the green light duration of the traffic light and the outgoing flow is proportional to the green light duration. However, the value of the green light duration is constrained by traffic flows, which do not have right of movement and the value of the cycle of the lights. As for the vehicles, which do not have right to move their waiting time increase and their corresponding queue lengths will increase. The outgoing flow depends also on the capacity of the junction links, which is quantified by the value \( s \) of the saturation flow in a direction. The saturation flow \( s \) defines how many vehicles can pass through the intersection for a time interval. Hence, the outgoing flow is proportional to the green light duration \( u(k) \) of this phase and the saturation of the flow \( s \),

\[
 q_{out}(k) = su(k). 
\]

For the definition of the discrete unit of the time, \( k \), the practice is to use \( k \) equal to the cycle duration of the traffic lights. In that manner relation (1) is simplified and it holds for every traffic light cycle,

\[
 x = x_{in} - su. 
\]

Relation (3) simplifies the traffic dynamics at junctions and it is applied in the optimization problem for the formalization of each queue length in a traffic network. Relation (3) which formalizes the “store-and-forward” model is quite simple, which is a prerequisite for real time implementation of the control policies. However, relation (3) contains as control variable only the green light duration (split) of the traffic lights. The cycle as important control parameter and respectively the offsets are not taken into account as control variables in this simplified model of the traffic dynamics. The simultaneous inclusion of cycle and/or offset in the model of the traffic dynamics needs usage of additional modelling techniques.

This research addresses the optimization problem in bi-level hierarchical form. It is expected by hierarchical organization to integrate the control space of the
optimization problem with splits and cycles of the traffic lights. The usage of (3) allows a classical, non-hierarchical, optimization problem to be defined for each urban junction. Thus, minimization of the queue lengths in front of each junction can be achieved. But this approach allows obtaining optimal results only for an isolated junction, but not for series of interconnected ones. Because the practical case of traffic control in general addresses urban network with a set of junctions, the optimization problem must improve the traffic in a network of sections. The optimization of an isolated junction can be performed with the usage of relation (3), but for the case of an urban network it is needed to consider also additional relations of the traffic dynamics among neighboring junctions. The outgoing flows of a junction are incoming ones to a set of neighboring junctions.

This research targets the increase of the control parameters with both the splits and cycles. For this case, a bi-level modeling is applied. Respectively, such hierarchical modeling allows to be considered as a control system set of urban intersections, connected in a transport network. Such approach for bi-level optimization of traffic behavior has been applied in our previous publications [45-49]. The main difference now is the goal of the research – to extend the control space with both the splits and cycles of the traffic lights.

An important reason for the usage of hierarchical optimization is the opportunity not to define explicitly in analytical way a global control problem. The hierarchical approach allows such problem to be defined as interconnected low scale problems, which influence each other. The definition of low scale problem is always easier in comparison with the definition of global high scale problem. Because of the complexity of the traffic control problem, the hierarchical approach, applied here, uses a low-level optimization problem, which uses the splits as control variables. The upper-level optimization problem applies the cycles as control variables. Both optimization problems apply different objective functions for optimization the traffic behavior. But the overall control space of the traffic control is extended with simultaneously evaluation of splits and cycles. This extended control space allows two global optimization functions to be satisfied and to consider more constraints, defined by the upper and lower-level optimization problems.

The bi-level optimization has the following type of operation. The low-level problem finds the optimal values (minimum) of its arguments – the queue lengths in front of the junctions and the control influences are the splits (the optimal values of the green light durations), satisfying a set of problem’s constraints. The evaluated optimal solutions from the lower level are sent to the upper level problem, where they are considered as fixed parameters. The meaning of the upper-level problem here is defined to evaluate the optimal duration of the traffic light cycles. Then, the optimal values of the upper level problem (cycles) are sent back to the lower level problem where they are used as fixed parameters, for the lower level optimization problem. Thus, by iterative calculations the bi-level optimization problem evaluates optimal control variables both for splits ant cycles of the traffic lights. In that manner, the bi-level optimization problem incorporates in its definition the well-known “store-and-forward model”.
4. Analytical definition of the model’s bi-level traffic control problem

The paper presents the case of traffic control in an urban region of Sofia, which is a
cross point of business regions, residence ones, set of service points for the habitants
and represents intensive transportation network. Our previous researches did
different models on this transportation region [46] and different definitions of the
goal functions of the optimization problem [47, 48]. The current task of this
investigation is the extension of the urban network and the integration of splits and
cycles in a common control space. The extended network contains eight
interconnected junctions, graphically presented in Fig. 1.
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The network concerns important part of the traffic scheme in Sofia, including
“Shipchenski prohod” boulevard from Universiada Hall till “Assen Yordanov”
boulevard and the parallel junctions of “Geo Milev” street from “Nikolay Kopernik”
street till “Ivan Dimitrov-kuklata” street.

The initial data for the optimization problem has been estimated by real
measurements and appropriate evaluations of the corresponding means for the
different days of the week. For the definition of the bi-level optimization problem
model complications has been considered concerning more phases of the directions
of transportation: straight ahead direction, curve to the right and curve to the left
phases at each junction of the network. The single arrow “\(\rightarrow\)”, drawn for simplicity
in Fig. 1 for the traffic flow movement, has to be considered like triple arrows
“\(\rightarrow\)\(\rightarrow\)\(\rightarrow\)”.

From statistical estimations the saturation flows for turning \((l_{1,2})\) to the left
direction is 0.1 veh per 1 s and turning to the right is estimated to 0.2 veh per 1 s.
These values easily can be changed in the derived bi-level model and they do not
influence the manner of solution of the optimization problem.

The goal function of the low level problem is chosen to minimize the queue
lengths \(x\) in all directions by usage the green split as control variable. The scale of the
low level problem contains 30 queue lengths \(x_i, i=1,\ldots, 30\), on eight junctions by
changing 16 control parameters, \(u_j, j=1,\ldots, 16\), which are the splits of the green lights.
The goal function of the low-level problem is to minimize the total amount of the
queue lengths of vehicles. The “Store-and-Forward model” insists on defining of the
initial number of cars \(x_0\) at each junction’s direction. These values are assumed to be
noisy disturbances for the control. The traffic control concerns the evaluation of such
sequence of splits, which will decrease the values of the disturbances $x_0$. The notations of the saturation flows $s_i$ follow the numeration of the junctions. For example for the first junction the corresponding saturations are noted $s_1$ and $s_2$. For the second junction they are respectively $s_3$ and $s_4$, etc. The values of saturations of each junction are assumed to be known, $s_i, i=1,...,16$. The traffic demands are denoted as input traffic flows $x_{in}$. The initial junctions of the network have been estimated by statistical data. They are assumed as initially given and known for the control problem.

The upper level problem uses the cycles as control impacts in the optimization problem. The traffic lights cycles are denoted by $y_j, j=1,...,8$, and they consist of the time for the sequence of green splits, amber (lost time) and red lights for the different phases. It is assumed that the total lost time is fixed to 10% of the value of the cycle of each junction. The notations for the green splits for the first junction are denoted as $u_1$ and $u_2$. Respectively, for the total network there are sixteen splits of the green lights durations $u_k, k=1,...,16$.

4.1. Analytical definition of the model’s low-level optimization problem

The formal description of the low level optimization problem has meaning of minimization of the vehicle queues $x_i, i=1,...,30$ by changing 16 splits of the green lights $u_k, k=1,...,16$. The goal function is defined in a quadratic form by means to minimize the computational workload. The constraints of the problem describe the store-and-forward relation for each direction of the network junctions. The analytical description of the low-level problem is the following:

\[
\min_{i=1,...,30} \left( x_i^2 + u_j^2 \right),
\]

subject to

\[
\begin{align*}
    x_1 & + (1 + l_1 + l_2)s_1u_1 & \leq x_{10} + x_{11}, \\
    x_2 & + (1 + l_1 + l_2)s_2u_2 & \leq x_{20} + x_{21}, \\
    x_3 & + (1 + l_1 + l_2)s_3u_3 & \leq x_{30} + x_{31}, \\
    x_4 & + (1 + l_1 + l_2)s_4u_4 & \leq x_{40} + x_{41}, \\
    x_5 & - s_4u_4 & \geq (l_1 + l_2)s_1u_1 - s_3u_3 - (l_1 + l_2)s_4u_4 & \leq x_{50}, \\
    x_6 & - s_5u_5 & \geq (l_1 + l_2)s_2u_2 + (1 + l_1 + l_2)s_3u_3 & \leq x_{60}, \\
    x_7 & + (1 + l_1 + l_2)s_4u_4 & \geq x_{70} + x_{71}, \\
    x_8 & - s_3u_3 & \geq (l_1 + l_2)s_4u_4 - (l_1 + l_2)s_1u_1 - s_1u_1 - s_2u_2 & \leq x_{80}, \\
    x_9 & - s_3u_3 & \geq (l_1 + l_2)s_4u_4 + (1 + l_1 + l_2)s_5u_5 & \leq x_{90}, \\
    x_{10} & + (1 + l_1 + l_2)s_6u_6 - (l_1 + l_2)s_1u_1 - s_1u_1 - s_1u_1 & \leq x_{10}, \\
    x_{11} & + (1 + l_1 + l_2)s_6u_6 & \leq x_{11} + x_{11}, \\
    x_{12} & + (1 + l_1 + l_2)s_5u_5 - s_7u_7 - l_1s_8u_8 & \leq x_{12}, \\
    x_{13} & - s_5u_5 & \leq (l_1 + l_2)s_6u_6 + (1 + l_1 + l_2)s_7u_7 & \leq x_{13}, \\
    x_{14} & + (l_1 + l_2)s_8u_8 & \leq (l_1 + l_2)s_1u_1 - s_1u_1 - s_1u_1 & \leq x_{14}, \\
    x_{15} & + (1 + l_1)s_7u_7 & \leq (l_1 + l_2)s_1u_1 - l_1s_9u_9 = x_{15}, \\
    x_{16} & - s_7u_7 & \leq l_2s_8u_8 + (1 + l_1)s_9u_9 & \leq x_{16}, \\
    x_{17} & + (l_1 + l_2)s_10u_10 & \leq x_{17} + x_{17}.
\end{align*}
\]
\[ x_{10} + (1 + l_2)s_9u_9 \leq x_{18} + x_{18in}, \]
\[ x_{19} + (1 + l_1 + l_2)s_{11}u_{11} \leq x_{19} + x_{19in}, \]
\[ x_{20} + (1 + l_1 + l_2)s_{12}u_{12} \leq x_{20} + x_{20in}, \]
\[ x_{21} - (l_1 + l_2)s_3u_{13} - s_4u_4 + (1 + l_1 + l_2)s_{12}u_{12} \leq x_{21}, \]
\[ x_{22} + (1 + l_1 + l_2)s_{11}u_{11} + s_{13}u_{13} - (l_1 + l_2)s_{14}u_{14} \leq x_{22}, \]
\[ x_{23} - s_{11}u_{11} - (l_1 + l_2)s_{12}u_{12} + (1 + l_1 + l_2)s_{13}u_{13} \leq x_{23}, \]
\[ x_{24} + (1 + l_1 + l_2)s_{14}u_{14} \leq x_{24} + x_{24in}, \]
\[ x_{25} - (l_1 + l_2)s_5u_5 - s_6u_6 + (1 + l_1 + l_2)s_{14}u_{14} \leq x_{25}, \]
\[ x_{26} + (1 + l_1 + l_2)s_{13}u_{13} - s_{15}u_{15} - (l_1 + l_2)s_{16}u_{16} \leq x_{26}, \]
\[ x_{27} - s_{13}u_{13} - (l_1 + l_2)s_{14}u_{14} + (1 + l_1 + l_2)s_{15}u_{15} \leq x_{27}, \]
\[ x_{28} + (1 + l_1 + l_2)s_{16}u_{16} \leq x_{28} + x_{28in}, \]
\[ x_{29} - (l_1 + l_2)s_7u_7 - s_8u_8 + (1 + l_1 + l_2)s_{16}u_{16} \leq x_{29}, \]
\[ x_{30} + (1 + l_1 + l_2)s_{15}u_{15} \leq x_{30} + x_{30in}, \]
\[ u_1 + u_2 = 0.9y_1, \quad u_3 + u_4 = 0.9y_2, \]
\[ u_5 + u_6 = 0.9y_3, \quad u_7 + u_9 = 0.9y_4, \]
\[ u_9 + u_10 = 0.9y_5, \quad u_{11} + u_{12} = 0.9y_6, \]
\[ u_{13} + u_{14} = 0.9y_7, \quad u_{15} + u_{16} = 0.9y_8. \]

Additional constraints are added in the problem, which consider that the green
splits have to be restricted by the traffic lights cycles, denoted by the variables \( y_j \),
\( j=1, \ldots, 8 \). Latter are evaluated as solutions of the upper level problem, but they are
fixed parameters for the lower level problem.

4.2. Analytical definition of the model’s upper-level optimization problem

The upper level optimization problem is defined to minimize the durations of the
traffic light cycles. This goal is applied, because increasing the traffic cycles leads to
increase of the waiting time for vehicles, which do not have right to move. Thus, the
increase of the traffic cycle benefit only parts of the vehicle flows. This results in
non-fair control policy for the overall transportation flows. The traffic light
cycle is also constrained to lower and upper bounds \( y_{\text{min}} \leq y \leq y_{\text{max}} \), which frequently
are established by legislative requirements. For the current version of the upper
level optimization problem the lower and upper bounds have been established to
\( y_{\text{min}} = 40 \) s and \( y_{\text{max}} = 100 \) s. Additional set of constraints is defined according to the
solutions of the low-level problem. The queue lengths \( x_i, i=1, \ldots, 30 \), and the durations
of green splits \( u_k, k=1, \ldots, 16 \), are used as known parameters for the upper level
optimization problem. The analytical form of the upper level optimization problem is defined as

\[
\min_y y^T y,
\]

\[
y_{\text{min}} \leq y \leq y_{\text{max}},
\]

\[
u_1 + u_2 = 0.9y_1, \quad u_3 + u_4 = 0.9y_2,
\]

\[
u_5 + u_6 = 0.9y_3, \quad u_7 + u_9 = 0.9y_4,
\]

\[
u_9 + u_{10} = 0.9y_5, \quad u_{11} + u_{12} = 0.9y_6,
\]

\[
u_{13} + u_{14} = 0.9y_7, \quad u_{15} + u_{16} = 0.9y_8.
\]
The upper level problem is also defined as linear-quadratic optimization by means to decrease the computational workload in the control process.

5. Simulation and numerical results

The defined bi-level optimization problem has extended control space containing the set of the green splits $u_i, i=1, \ldots, 16$, and the set of the cycles $y_j, j=1, \ldots, 8$. The system states are defined by the set of vehicle queues $x_i, i=1, \ldots, 30$. The goal of the control is twofold: minimization of the duration of the traffic cycles and minimization of the total number of vehicles inside the urban network. The minimization of the duration of cycles allows obtaining fair distribution of the waiting time of the vehicles in the network. The minimization of the queue lengths result in decreasing the total travel time in the network, decreasing of the environmental pollution, improvement of the social activities, etc. Thus, the bi-level control optimization allows more than one goal function to be satisfied and to increase the control space of the solutions, which benefits more requirements towards the traffic behavior.

The bi-level optimization problem (4)-(6) is solved in MATLAB environment. The MATLAB’s extension application tool YALMIP is used [65] and the “solvebilevel” function is mainly used for the solving the bi-level problem. The control of the traffic behavior has been performed by sequentially multiple solving (4)-(6). Each solution of the bi-level problem gives the queue lengths and green splits for the current traffic lights cycle. The resulting values of the traffic behavior (queue lengths) are used as initial data for the next traffic light cycle. Thus, the bi-level problem is solved sequentially for each traffic lights cycle. In that manner, the control process is illustrated in several sequences of solutions of the bi-level problem, which corresponds to the application of the bi-level solutions for a sequence of traffic lights cycles. The results of four sequential calculations of bi-level problem are summarized numerically in Table 1.

<table>
<thead>
<tr>
<th>No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>I Iteration</td>
<td>y</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>x</td>
<td>16.9</td>
<td>12.5</td>
<td>8.2</td>
<td>7.5</td>
<td>9.5</td>
<td>4.9</td>
<td>8.7</td>
<td>7</td>
<td>12.7</td>
<td>15.6</td>
<td>10.6</td>
<td>19.5</td>
<td>14.2</td>
<td>17.2</td>
<td>11.1</td>
<td>11.7</td>
</tr>
<tr>
<td>u</td>
<td>11.8</td>
<td>7.1</td>
<td>11.6</td>
<td>11.4</td>
<td>14.6</td>
<td>15.7</td>
<td>10.6</td>
<td>11.3</td>
<td>5.7</td>
<td>9.1</td>
<td>6.3</td>
<td>13.9</td>
<td>6.3</td>
<td>7.8</td>
<td>11.8</td>
<td>11.7</td>
</tr>
<tr>
<td>a</td>
<td>16.5</td>
<td>19.4</td>
<td>17.4</td>
<td>18.5</td>
<td>18</td>
<td>17.9</td>
<td>18.1</td>
<td>17.9</td>
<td>21.2</td>
<td>14.8</td>
<td>17.7</td>
<td>18.2</td>
<td>16.9</td>
<td>19.1</td>
<td>18.9</td>
<td>17</td>
</tr>
<tr>
<td>II Iteration</td>
<td>y</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>x</td>
<td>14.6</td>
<td>12.4</td>
<td>4.7</td>
<td>6.8</td>
<td>7.4</td>
<td>5.9</td>
<td>4.3</td>
<td>4.9</td>
<td>9.9</td>
<td>21</td>
<td>7.4</td>
<td>29.8</td>
<td>22.9</td>
<td>29.3</td>
<td>16.5</td>
<td>14.9</td>
</tr>
<tr>
<td>u</td>
<td>11.1</td>
<td>3.1</td>
<td>3.7</td>
<td>9.9</td>
<td>18.1</td>
<td>21.6</td>
<td>0.4</td>
<td>5.1</td>
<td>4.9</td>
<td>13.3</td>
<td>0.6</td>
<td>2.7</td>
<td>6.2</td>
<td>0</td>
<td>11.8</td>
<td>11.7</td>
</tr>
<tr>
<td>a</td>
<td>18.2</td>
<td>17.7</td>
<td>19.3</td>
<td>16.6</td>
<td>19.3</td>
<td>16.6</td>
<td>16.2</td>
<td>19.8</td>
<td>18.3</td>
<td>17.7</td>
<td>19.7</td>
<td>16.2</td>
<td>16.0</td>
<td>19.9</td>
<td>17.3</td>
<td>18.6</td>
</tr>
<tr>
<td>III Iteration</td>
<td>y</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>x</td>
<td>14.6</td>
<td>12.4</td>
<td>4.7</td>
<td>6.8</td>
<td>7.4</td>
<td>5.9</td>
<td>4.3</td>
<td>4.9</td>
<td>9.9</td>
<td>21</td>
<td>7.4</td>
<td>29.8</td>
<td>22.9</td>
<td>29.3</td>
<td>16.5</td>
<td>14.9</td>
</tr>
<tr>
<td>u</td>
<td>11.1</td>
<td>3.1</td>
<td>3.7</td>
<td>9.9</td>
<td>18.1</td>
<td>21.6</td>
<td>0.4</td>
<td>5.1</td>
<td>4.9</td>
<td>13.3</td>
<td>0.6</td>
<td>2.7</td>
<td>6.2</td>
<td>0</td>
<td>11.8</td>
<td>11.7</td>
</tr>
<tr>
<td>a</td>
<td>18.2</td>
<td>17.7</td>
<td>19.3</td>
<td>16.6</td>
<td>19.3</td>
<td>16.6</td>
<td>16.2</td>
<td>19.8</td>
<td>18.3</td>
<td>17.7</td>
<td>19.7</td>
<td>16.2</td>
<td>16.0</td>
<td>19.9</td>
<td>17.3</td>
<td>18.6</td>
</tr>
<tr>
<td>IV Iteration</td>
<td>y</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>x</td>
<td>14.6</td>
<td>12.4</td>
<td>4.7</td>
<td>6.8</td>
<td>7.4</td>
<td>5.9</td>
<td>4.3</td>
<td>4.9</td>
<td>9.9</td>
<td>21</td>
<td>7.4</td>
<td>29.8</td>
<td>22.9</td>
<td>29.3</td>
<td>16.5</td>
<td>14.9</td>
</tr>
<tr>
<td>u</td>
<td>11.1</td>
<td>3.1</td>
<td>3.7</td>
<td>9.9</td>
<td>18.1</td>
<td>21.6</td>
<td>0.4</td>
<td>5.1</td>
<td>4.9</td>
<td>13.3</td>
<td>0.6</td>
<td>2.7</td>
<td>6.2</td>
<td>0</td>
<td>11.8</td>
<td>11.7</td>
</tr>
<tr>
<td>a</td>
<td>18.2</td>
<td>17.7</td>
<td>19.3</td>
<td>16.6</td>
<td>19.3</td>
<td>16.6</td>
<td>16.2</td>
<td>19.8</td>
<td>18.3</td>
<td>17.7</td>
<td>19.7</td>
<td>16.2</td>
<td>16.0</td>
<td>19.9</td>
<td>17.3</td>
<td>18.6</td>
</tr>
</tbody>
</table>
The results in Table 1 show that the current definition of the upper-level problem keeps constant values of the cycles on its minimal bound. This solution proves that the current form of the upper level problem makes fair distribution of the waiting time of the vehicles. Currently, the traffic light cycles $y$ are evaluated to their minimal values of 40 s.

The lower-level problem solutions ($x$ and $u$) have different values, which vary according to the cycle number (iteration) of the bi-level problem. Decreasing the initial lengths of vehicle queues, the bi-level problem achieves steady state level of queues and they are kept constant, according to cycle number/iteration 3 and 4 regardless that the input flows of vehicles are kept nearly the same. It means that the bi-level problem in a fast way, only for two traffic cycles, works out the disturbances $x_0$ of waiting vehicles in front of the junctions.

An overall assessment of the benefits of the bi-level problem optimization is made by calculating the amount of vehicles, which are waiting in queues, during the control process. This sum of queues is calculated for each solution of the bi-level problem on the different control iterations. One bi-level solution corresponds to traffic lights control for one cycle. The graphical interpretation of the dynamical increase and decrease of the waiting vehicles for different cycles is presented in Fig. 2 for the illustrated four iterations (four cycles) of solving the bi-level problem. The abscise axis is the number of cycles (calculating iterations), where the index (b) concerns the value of all waiting vehicles in the beginning of the control process. The ordinate axis gives the volume of all vehicles waiting at the queues in the network. The index (e) concerns the optimal values of waiting cars as a solution of the bi-level problem. It is evident that the amount of the initial waiting vehicles decreases considerably.

At the beginning of the control process (before solving the bi-level problem) the sum of all 30 queue lengths is 701 (point 1b), Fig. 2. After the solution of the bi-level problem (end of first cycle/iteration, point 1e) this value decreases more than twice to 331. For the beginning of each sequential cycle/iteration the incoming flows $x_{in}$ increase the volume of waiting cars. But after solving the bi-level problem this volume decreases.

![Fig. 2. Sum of vehicle queue lengths](image)
For the case of the second cycle/iteration the initial volume of all waiting vehicles of the 30 traffic flows directions is 672 (point 2₀). After solving the bi-level problem the volume of waiting cars decreases again twice to 315 (point 2ₑ). The third and fourth cycles/iterations prove that the sequentially usage of the bi-level problem keeps steady state level of vehicles in the urban network, 656 vehicles on the beginning (points 3ᵢ and 4ᵢ) and its decrease to 315 (points 3ₑ and 4ₑ).

The dynamics of the sum of all queue lengths and the sum of queues after bi-level optimization are presented in Fig. 3. The upper (red) line is the initial sum of queue lengths. The lower (blue) line is the sum of queue lengths after bi-level optimal solution.

![Fig. 3. Dynamics of the sum of all queue lengths per cycle](image)

Fig. 3 shows that the sum of queue lengths decreases more than twice for each cycle, which proves the advantage of the bi-level optimization.

In Figs 4-6 the dynamic changes of some of the queue lengths of vehicles for the junctions of the urban network is illustrated. Fig. 7 represents the green light duration dynamics for a sequence of cycles.

The results in Figs 4-6 illustrate that the bi-level control policy leads to decreasing of all queues in the network, regardless of their positions in the urban junctions. Part of the control impacts (green splits) are illustrated in Fig. 7. The green light splits increase and/or decrease appropriately per cycle, according to the solutions of the bi-level problem.

These simulation results demonstrate abilities for fast control by solving the bi-level problem for each control cycle. The decrease of the vehicle queues is reduced more than twice, which is achieved promptly for the duration of one traffic light cycle.
6. Conclusion

The added value of this research addresses the implementation of more complex modelling and formalization of traffic control and optimization in urban areas. A bi-level modelling has been applied, which differs from the classical definition of the optimization problem. The application of bi-level modelling allows the control space of the control problem to be extended with both the green splits and the cycles of the traffic lights. Thus, more goals of the traffic control can be satisfied. The current bi-level problem definition allows fair distributing the waiting time between the vehicles in the network. The next added value of the optimization model is the minimization of the queue lengths in front of the junctions that benefits the traffic behavior in the network. Both goal functions cannot be achieved by a classical definition of an optimization problem. The bi-level modelling and optimization has potential for increasing the set of requirements, which the traffic control system has to satisfy. The results from the numerical simulations show decrease of all queues at the junctions.
in the urban network of the model. These results give evidences that the applied bi-level modelling supports the main research goal for improving the transportation behavior.

The presented results of the numerical simulations concern the network control evaluated for a real case of an urban environment in town of Sofia. The estimated solutions of the traffic dynamics result in sequential improvement in a fast way only by solving and applying twice the bi-level solutions. This is a model’s prerequisite for fast implementation of real time traffic control.

A potential extension of this research concerns not only the increase of the scale of the urban network. Additional direction of the development of the bi-level modelling and optimization is the definition and inclusion of the offsets in the upper level problem for increasing the control space. The inclusion of offsets will give rise to opportunity to keep “green wave” control policy for the main streams of the urban transportation. Such potential extensions are related to the complications of the bi-level problems and this will require development of appropriate numerical algorithms for decreasing the computational workload in the problem’s solving. This is a mandatory requirement for the real time implementation of the bi-level modelling and control.
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