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Abstract: Reduct of decision systems is the topic that has been attracting the interest 

of many researchers in data mining and machine learning for more than two decades. 

So far, many algorithms for finding reduct of decision systems by rough set theory 

have been proposed. However, most of the proposed algorithms are heuristic 

algorithms that find one reduct with the best classification quality. The complete 

study of properties of reduct of decision systems is limited. In this paper, we discover 

equivalence properties of reduct of consistent decision systems related to a Sperner-

system. As the result, the study of the family of reducts in a consistent decision system 

is the study of Sperner-systems. 

Keywords: Relational database, rough set theory, Sperner-system, decision system, 

reduct. 

1. Introduction 

Reduction of attribute set is the most important problem in the pre-processing step of 

data mining and machine learning. The target of reduction of attribute set is to remove 

redundant and unnecessary attributes in order to find reduct attribute set (known as 

reduct) to increase the efficiency of knowledge extracting models. Rough Set Theory 

(RST) introduced by P a w l a k  [1] is considered as an effective method to find reduct 

of decision systems. So far, researchers have proposed many algorithms to find reduct 

of decision systems based on RST and extended RST. However, all proposed 

algorithms are heuristic algorithms that find one reduct with the best classification 

quality. The complete study of properties of reducts of decision systems is limited. 

On consistent decision systems, in recent years there has been a number of 

publications related to reducts of consistent decision systems according to the 

relational database theory approach [2-8]. In papers [2, 4], authors have constructed 

the algorithm to find all reductive attributes of consistent decision systems in 

polynomial time. On that basis, they propose a polynomial algorithm to build a new 

reduction decision system from a given decision system and build an algorithm to 

extract all the functional dependencies of a consistent decision system. Authors in [3] 

mailto:nlgiang@ioit.ac.vn
mailto:demetrovics@sztaki.mta.hu
mailto:vdthi@vnu.edu.vn


 4 

propose an algorithm to build a consistent decision system from a given functional 

dependency set. Based on the results in [2], the authors in [5] develope an algorithm 

to find all reductive attributes of consistent incomplete decision systems in 

polynomial time. In paper [6], authors prove that the problem to find all reducts has 

the time complexity in exponentials in the cardinality of conditional attribute set. In 

paper [7], authors have calculated the complexity of some algorithms related to reduct 

of consistent decision systems. In addition, based on some results related to reduct, 

the authors in paper [8] propose an algorithm to reduce the object set in a decision 

system in order to obtain a new decision system with smaller size. 

Sperner-system plays an important role in studying properties of relational 

database theory. In paper [6], authors have discovered some relationships between 

Sperner-systems and minimal sets of an attribute in a decision system. Based on 

relational database theory approach, in this paper we study the relationship between 

reduct of a consistent decision system and a Sperner-system. As the result, the study 

of the family of reducts in a consistent decision system is equivalent to the study of 

Sperner-systems. 

The rest of the paper is structured as follows. Section 2 introduces some original 

concepts related to rough set theory and relational database. Section 3 studies the 

equivalence properties of reduct with a Sperner-system. Section 4 is conclusions and 

further research directions. 

2. Some basic concepts and results 

In this section, we introduce some original concepts and results related to rough set 

theory and relational database, which can be found in [1, 9]. 

Definition 1. Suppose that  1,..., nR a a=  is an attribute set and ( )iD a  is the 

value domain of ia . A relation r defined on R is the tuple set  1,..., mt t  such that for  

any 1 j m  ,  ( ):
i

j i
a R

t R D a


→   is a map that ( ) ( )j i it a D a . 

Assume that  1,..., mr t t=  is a relation defined on  1,..., nR a a= . For any 

,X Y R , X Y→  is a Functional Dependency defined on R (FD for short) if for 

any ,i jt t r  ( ) ( ) ( )( ) ( ) ( ) ( )( )i j i jx X t x t x y Y t y t y  =    = . Assume that 
rF
 
is 

the set of all functional dependencies in r , then: 

(1)  𝑋 → 𝑋, 
(2)  𝑋 → 𝑌,  𝑌 → 𝑍 ⇒ 𝑋 → 𝑍, 
(3)  𝑋 → 𝑌,  𝑋 ⊆ 𝑍, 𝑌 ⊆ 𝑇 ⇒ 𝑍 → 𝑇, 
(4)  𝑋 → 𝑌,  𝑍 → 𝑇 ⇒ 𝑋 ∪ 𝑍 → 𝑌 ∪ 𝑇. 

Suppose that F  is a FD on R. We denote F+
 as the FD set, F+

can be obtained 

from F  by using the rules (1)-(4). 

A relation-scheme is defined as ( ),s R F= , where R  is an attribute set  and 

F  is a FD set defined on R. For any X R , the closure of X on s  is 
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  :X a X a F+ += →  . It can be shown that X Y F +→   iff Y X + . 

Similarly, the closure of X on r  is   :rX a X a F+ += →  .  

( )P R  is a Sperner-System defined on R, and if ,X Y  , X Y . We 

denote a Sperner-System as SS. For a SS, , the set 
1−

 is defined as follows: 

( ) ( ) 1 :X R Y Y X− =      and if ( ) ( ) ( )X Z Y Y Z      

We can see that 
1−

 is a SS defined on R too, and 
1−

 is called anti-keys.  

Suppose that ( ),s R F=  is a relation-scheme defined on R and a R . Then 

 : ,r

a X R X a=  →    , :Y R Y X Y a  → . 
r

a  is minimal sets of a defined 

on r. 

Definition 2. An Information System is ( )IS ,U A=  in which U is the object set 

and A is the attribute set. For each attribute a A  by Va we denote the Value domain 

of a, 
a

a A

V V


= ; f  is a map: ( ),U A V→  such that ( ), af u a V .  

Definition 3. A Decision System is  ( )DS ,U C d=   in which C is the 

Condition attribute set, d  is the decision attribute and  d C . 

A decision system DS is consistent when the FD,  C d→ , is true. Conversely, 

DS is inconsistent. We denote a Consistent Decision System as CDS. 

Definition 4. Given  ( )DS ,U C d=   be a CDS and an attribute B C . B is 

called a reduct of  DS  if: 

1) for ,x y U   if ( ) ( )B x B y=  then ( ) ( )d x d y= .  

2) for E B   there exists ( , )x y U  such that ( ) ( )E x E y=  and 

( ) ( )d x d y . 

The above reduct is called Pawlak REDuct (PRED). Let ( )PRED C  be the set 

of all reducts of C.  

In [6], authors have proved the following result. 

Theorem 1 [6]. Assume that  ( )DS ,U C d= 
 

is a CDS and 

 1 2, ,..., nC a a a= ,  1 2, ,..., mU x x x= . Consider the relation  1 2, ,..., mr x x x=  

defined on . We set  r ijE=  where ( ) ( ) : ,ij i jE c R c x c x=  =

1 i j m    and : ,d rX d X=    , :rY X Y d Y   . 

 : ,r

a X R X a=  →    , :Y R Y X Y a  →
 

Then we have ( )
1

r

d d

−

=   

where 
r

d  is the  minimal sets of d on relation r. 

 R C d= 
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3. Some results related to the equivalent properties of the family of 

reducts with respect to Sperner-systems 

In this part, we propose some results related to the equivalent properties of the family 

of reducts with respect to SS. First, we give some related results. 

Theorem 2 [6]. Assume that  ( )DS ,U C d=   is a CDS. Then ( )
1

r

d

−
is a SS 

defined on C.  On the contrary, if  is a SS defined on C then  there exists a CDS 

 ( )DS ,U C d=   such that ( )
1

r

d

−

= . 

In the following, we give an algorithm to find anti-key set 
1−
 from where 

is a SS. 

Algorithm 1 [11]. Finding 
1−
 from a given SS, . 

Input: Let  1,..., mB B= be a SS defined on A. 

Output: 
1−
. 

Step 1. We set   1 1:R a a B= −  . It is obviously that  
1

1 1B
−

=  

Step q+1. (q<m). Assume that  1,...,q q tqF X X=  , where 1,..., tqX X  are 

elements of  q  containing  Bq+1,  1:q q qF Z B +=   Z . For i=1,…, tq, we 

compute  
1

1qB
−

+  on Xi in the same way as 1 .  The results are denoted as 

1 ,..., .i i

riA A   Let   1 :i i

q q p q p iF A A F A A+ =    
 
where 1 ,1 .q ii t p r     

Finally, let 
1

m

− = . 

Theorem 3 [11]. For ( )1q q m    and  
1

1,...,q qB B
−

= , we have 

1

m

−= .  

It is clear that 
1, −
 are unique and the definition may be drawn of 

1−
 that 

Algorithm 1 does not depend on the order of the sequence 
1,..., mB B . Set  

 1,...,q q tqX X=   and  𝑙𝑞  (1 ≤ 𝑞 ≤ 𝑚 − 1) is the cardinality of 𝐾𝑞 . 

Proposition 1. Algorithm 1 has the time complexity as 
1

2

1

−

=

 
 
 


m

q q

q

O R t u  where 

= −q q qu I t  if q qI t  and  uq = 1 if =q qI t . 

It is clear that at each step of the algorithm we have, q  is a SS defined on R. 

We know that the size of any SS on R is not more than 𝐶𝑛
[𝑛/2]

, where n R= . It can 

be seen that 𝐶𝑛
[𝑛/2]

 is approximate equal to 2𝑛+1/2/(𝛱. 𝑛1/2). Therefore,  

Algorithm 1 has the time complexity in exponential in n. In the cases 
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( ),1 1q mI I q q m    − , Algorithm 1 has the time complexity as ( )22 1 .O R −  

Consequently, the time complexity of algorithm for finding 
1−
 is polynomial in 

,R  and 
1−
. Algorithm 1 is effective when 

1
,

−
 are small.  

The equivalence between the family of reducts of consistent decision systems 

and SS  can be seen from the above results. 

Theorem 4. Assume that  ( )DS ,U C d=   is a CDS, then ( )PRED C  is a 

SS defined on C. Otherwise, if is a SS defined on C then there exists a CDS, 

 ( )DS ,U C d=  , such that = PRED(C). 

P r o o f : Given  ( )DS ,U C d=   be a CDS. According to the definition of 

reduct, PRED(C) is a SS defined C. 

Suppose that  1 2, ,..., mA A A=  is a SS defined on C. Based on Algorithm 1, 

from  we construct the anti-key set 
1−
. Suppose that  1

1 2, ,..., mB B B− = . We 

construct a CDS,  ( )DS ,U C d=  , as follow:   0 1, ,..., mU x x x=  for any a C : 

( )0 0a x =  and ( )0 0d x = . For any , 1,..., ,i i m=  and a C  we set ( ) 0ia x =
 
 if ,ia A  

otherwise ( )ia x i= . Set ( )id x i=   where  R C d=  . From Theorem 1 and 

Theorem 2 we have ( )
1

1 r

d

−
− = . From the definition of SS, anti-key set and the 

definition of reduct of a CDS, we have = PRED(C). The result is proved. 

From this result, we can see that the study of the family of reducts of a CDS, 

 ( )DS ,U C d=  , is equivalent to the study of SS defined on C.  

From Theorem 4 and Proposition 1, we have the following lemma: 

Corollary 1. Given  ( )DS ,U C d=   be a CDS, then the cardinality of 

( )PRED C  is not more than  𝐶𝑛
[𝑛/2]

, where n C= . 

Algorithm 2. Finding a CDS from a given SS defined on C. 

Input: Given  1,..., mB B=  be a SS defined on C. 

Output: A CDS,  ( )DS ,U C d=  , such that ( )PRED C= . 

Step 1. From  we construct 
1−

 

Step 2. Suppose that  1

1,..., tA A− = , we set  0 1, ,..., tU x x x=  

- For any a C , we set  ( )0 0a x =  and ( )0 0d x =  

- For any , 1,...,=i i t  , we set ( )id x i=  and ( ) 0ia x =  if ia A , ( )ia x i=  

if ia A  
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Clearly, based on Theorem 4 and Algorithm 1 we have  ( )DS ,U C d=   in 

which  0 1, ,..., tU x x x= such that ( )PRED C= . 

Example 1. Let  , , , , ,C a b c e f g=  and ( ) ( ) ( ) ( ) , , , , , , , , , .a b b c e b e f e g=  

From Algorithm 1 and Algorithm 2 we obtain: 

( ) ( ) 1 , , , , , , , , ,a c e f g b c e f g=  

( ) 1 1 , , , ,b c e f g=   where ( ) 1 , , , ,a c e f g= . 

It is easy to see that the anti-keys of ( ), ,b c e  on set  ( ), , , ,b c e f g  are 

( ) ( ) ( ), , , , , , , , , , ,c e f g b e f g b c f g . So we have: 

( ) ( ) ( ) 2 , , , , , , , , , , , ,a c e f g b e f g b c f g= . From this we obtain 

( ) 2 2 , , ,b e f g=   where ( ) ( ) 2 , , , , , , , ,a c e f g b c f g= . 

It is shown that the antikeys of (b, e, f) on set ( ), , ,b e f g  are 

( ) ( ) ( ), , , , , , , ,e f g b f g b e g . Based on this we have: 

( )  ( ) ( ) ( ) 3 2 , , , , , , , , , , , , ,b e g a c e f g b c f g b e g=  =  

Clearly,  ( ) ( ) 3 3 , , , , , , ,a c e f g b e g=  , where ( ) 3 , , ,b c f g=  

It is easy to see that the anti-keys of (e, g)
 
 on set ( ), ,b e g  are ( ) ( ), , ,b g b e

 
and the anti-keys of (e, g)

 
on set ( ), , , ,a c e f g  are ( ) ( ), , , , , , ,a c f g a c e g . From 

this, we have  

( ) ( ) ( )  ( ) ( ) ( ) ( ) 4 3 , , , , , , , , , , , , , , , , , , , , , , .a c f g a c e f b e b c f g a c f g a c e g b e=  =  

From Algorithm 2, the CDS,  ( )DS ,U C d=  , is constructed as follows: 

( )0 1 2 3 4, , , ,U u u u u u=  ( ) ( )0 0: 0, 0a C a x d x  = = . Denote ( )1 , , ,A b c f g= , 

( )2 , , ,A a c f g= , ( )3 , , ,A a c e f= , ( )4 ,A b e= . We set ( )id x i=  and 

( ) 0ia x =  if ia A , ( )ia x i=  if ia A . From this results, we obtain the 

consistent decision system  ( )DS ,U C d= 
 
 (Table 1). 

Table 1. The obtained consistent decision system in Example 1 

a b c e f g d 

0 0 0 0 0 0 0 

1 0 0 1 0 0 1 

0 2 0 2 0 0 2 

0 3 0 0 0 3 3 

4 0 4 0 4 4 4 
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4. Conclusion 

Attribute reduction problem is the most important problem in the data pre-processing 

in order to improve the efficiency of data mining and machine learning models. Based 

on relational database theory approach, in this paper we study the equivalence 

property of reducts in consistent decision systems with the Sperner-system. The 

results show that the study of the family of reducts in a consistent decision system is 

equivalent to the study of Sperner-systems. Our further research is to study a method 

of reducing rules on the obtained reducts to decrease the complexity of the 

classification model. 
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