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Abstract: Nowadays information and communication technologies are playing a 

decisive role in helping the financial institutions to deal with the management of 

credit risk. There have been significant advances in scorecard model for credit risk 

management. Practitioners and policy makers have invested in implementing and 

exploring a variety of new models individually. Coordinating and sharing 

information groups, however, achieved less progress. One of several causes of the 

2008 financial crisis was in data architecture and information technology 

infrastructure. To remedy this problem the Basel Committee on Banking Supervision 

(BCBS) outlined a set of principles called BCBS 239. Using Ontology Design 

Patterns (ODPs) and BCBS 239, credit risk scorecard and  applicant ontologies are 

proposed to improve the decision making process in credit loan. Both ontologies were 

validated, distributed in Ontology Web Language (OWL) files and checked in the test 

cases using SPARQL. Thus, making their (re)usability and expandability easier in 

financial institutions. These ontologies will also make sharing data more effective 

and less costly. 

Keywords: Ontology design patterns, OWL, credit risk scorecard, decision support, 

BCBS 239. 

1. Introduction 

In aftermath of the 2008 financial crisis, the Basel Committee on Banking 

Supervision (BCBS) [1] created by the central bank governors of the G10 and 

Switzerland reports that the weakest links in banking compliance data are due to 

problems in data architecture and Information Technology (IT), i.e., inadequacy or 

non-existence of common vocabulary, thereby, common semantics are messing. As 

a consequence, for many banking assertions or the decisions that depend on the data 
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cannot be reliable. In order to enhance risk management and decision-making 

processes at financial institutions, the BCBS outlined a set of 14 principles (BCBS 

239) [2]. L. P r o r o k o w s k i  and H. P r o r o k o w s k i  [3] found that BCBS 239 is 

a unique opportunity to modernize IT platforms and enhance risk data management. 

It proposes the best practice solutions (Fig. 1) for banks and other financial services 

to be able to implement it. As presented in Fig. 1, the end-user solutions are in 

general, based on artificial intelligence in order to assess potential future scenarios, 

predict behaviour in unprecedented ways and to extract meaningful information from 

the data. However, Artificial Intelligence (AI) is not enough to reach the desired 

results since a good content theory of the domain is not implemented. In fact, as 

shown in, C h a n d r a s e k a r a n, J o s e p h s o n  and B e n j a m i n s  [4] state that 

once a good content theory is available, many different AI models might be used 

equally well to implement effective systems, all using essentially the same content. 

Thus, in order to deal with content theory and domain representation, a great interest 

was shown in ontologies. As G r u b e r  [5] states, an ontology is a formal, explicit 

specialization of shared conceptualization. Therefore, they provide potential terms 

for describing well the knowledge domain to benefit many different mechanisms such 

as rule systems, fuzzy logic, machine learning, deep learning, neural networks or 

natural language processing to be used and implemented using and sharing the same 

content. 
 

 
Fig. 1. Solutions for the implementation of BSBS 239 

 

In addition, ontologies permit to facilitate the data integration and matching as 

proved by C r u z, X i a o  and A d v i s  L a b  [6] and G a g n o n  [7]; S u b i r a t s, G i l  

and G a r c í a  [8] and al. used them to personalize the visualization of the data. 

Ontologies constitute one of the most suitable solutions to implement BCBS 239. In 

this paper, we demonstrate the implementation of credit risk scorecard and applicant 

ontologies based on ODPs as a stepping stone towards a more complex and 

sophisticated framework for credit risk management and decision making processes 

at financial institutions. The credit risk scorecard and applicant ontologies are 

extended, enriched using logical axioms, validated, distributed in Ontology Web 

Language (OWL) files, and checked in the test cases using SPARQL. 

The remainder of this paper is organized as follows: in Section 2, we review the 

relevant literature on the topic, followed by a detailed account of our approach in 

Section 3. Section 4, deals with limitations of this work. Finally, our paper end with 

some concluding remarks and future work. 
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2. Related work 

In the last decade, the use of ontologies in the academia and industry fields has been 

exponentially expanded. D w i v e d i  and K u m a r  [9] used them to manage and 

process the files/documents of various departments and sections of higher educational 

institutions in paperless environment. F o r b e s  et al. [10] applied ontologies in the 

healthcare field to provide navigable interactive healthcare guidance to assist ethnic 

minorities and aboriginal patients disadvantaged by languages, with limited use of 

the written text, The Gene Ontology Consortium [11] used them to represent and 

update continuously information concerning gene products and their functions and 

Y a n, Z h a n g  and L i u  [12] used them to develop the ontology of the traditional 

Chinese medicine. They are also used by K o n t o p o u l o s  et al. [13] in renewable 

energy to help no technical user to choose the domestic solar hot water system 

according to their needs, containing up-to-date information on its components and 

interrelationships, installation costs, etc. They have played a key role in the data 

management process from the knowledge representation as demonstrated by The 

Gene Ontology Consortium [11] passing through the integration of heterogeneous 

data sources as illustrated by C r u z, X i a o  and A d v i s  L a b  [6] and M o n n i n  et 

al. [14], data cleaning by B r ü g g e m a n n  [15] and the data publishing and access 

by B u r a n a r a c h  et al. [16], ending with big data management by E i n e, J u r i s c h  

and Q u i n t  [17] and access control for cloud data by M i c h a e l, 

K o t h a n d a r a m a n  and K a l i y a n  [18]. 

The ontology was also used in the financial industry; the unique and the 

reference one in the field is the Financial Industry Business Ontology (FIBO) [19]. It 

is a family of ontologies developed to standardize the terms used in the financial 

services industry. However, FIBO ontologies have some drawbacks such as: 

1. The methodology used to build and maintain FIBO based on Agile 

Development Software principles and practices is in accordance with Winosky and 

the FIBO Leadership Team [20]. Initially, it was designed and adapted to support 

software development not artifacts such as ontologies. However, A b d e l g h a n y, 

D a r w i s h  and H e f n i  [21] make clear that the works done in this field are not 

mature enough to be largely approved by organizations. In addition, it was identified 

that ontology refinement and validation phase can be developed iteratively, whereas 

A x e l s s o n  et al. [22] confirm that other development phases involved larger 

challenges for adopting agile methods. 

2. The absence of clear documentation and design conventions in the FIBO 

standards such the documentation made by the Gene Ontology (GO) in [23] and by 

Enterprise Ontology (TOVE) in [24] give the intention that certain classes and 

properties may be considered to be polysemic, which makes their re-usability in 

different financial industry applications by end-user developers a risky, complex task, 

and time consuming as B e n n e t t  [25] shows; such policy goes beyond the goals of 

open source communities. 

3. B e n n e t t  [25] makes clear that the absence of a normalized and referenced 

method, leaving it to the individual modeller to find the best ways to represent things 

in problem domain. 
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4. The implementation of ontologies requires a lot of manpower and time to 

manually integrate them as described by Z a i n o  [26]. 

To address some of these limitations we extend the work of E l  H a s s o u n i  et 

al. [27] based on ontology design patterns. It will permit our work to be flexible, 

expandable and re-usable as proved by G a n g e m i  and P r e s u t t i  [28], as well as 

reduce the cost (According to the 2015 McKinsey report, it is estimated that the 

implementation of BCBS 239 principles would cost approximately 230 million USD 

per G-SIB and 75 million USD in each D-SIB), improve the profitability and manage 

the risks. Our proposal, thus, is the keystone of credit risk management platform. 

3. Credit risk scorecard pattern 

In this paper we will develop an expandable and re-usable credit risk scorecard and 

applicant ontologies, which will be a keystone of ontology-based credit risk 

management platform through the implementation of the BCBS principles. This 

solution will permit to make good content theory and domain representation of the 

credit risk scorecard. It will help the financial institutions to develop a platform which 

conforms to the principles of BCBS 239 as well as provide user-ends solutions made 

available by AI mechanisms (e.g., machine learning and deep learning) which will 

be able to asses potential future scenarios, predict behavior in unprecedented ways, 

and extract meaningful information from the data. To realize this, we will extend and 

enrich the work initiated by E l  H a s s o u n i  et al. [27]. The latter has developed a 

credit risk scorecard and applicant ontologies based on ODPs. This work was the 

result of a group work by various experts: domain expert, specialists in database 

addressed by modeling, and ontology engineer working on ODP-based modeling 

process. The reconciliation of the differing perceptions of domain experts to their 

topic, credit risk scorecard and decision support tool – as data providers – and the 

Competency Questions (CQs) have led to a flexible, expandable and re-usable credit 

score card and applicant ontologies (Fig. 2). 

 
Fig. 2. The credit scorecard model [27] 
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Since the work on the credit risk scorecard and applicant ontologies is the same, 

we will outline here the credit risk ontology. 

3.1. Axiomatization 

The model depicted in Fig. 2 is not the scorecard ontology, but it gives the 

representation of credit scorecard classes. Representation alone is not sufficient to 

sustain all the weight of the philosophy of science’s building found in F e r r a r i o  

[29]. S u p p e s  [30] declares that the best way to define this class of structure (e.g., 

credit risk scorecard) is via axiomatization. The axiomatic method constitutes a 

common framework for the discussion of scientific problems for people coming from 

different backgrounds, and even for people working in different but strongly related 

branches of the same discipline (e.g., credit risk scorecard analyst, manager and 

developer). One of the multiples advantages of axiomatization is standardization. It 

can create standard terminology and standard methods of conceptual analysis in 

various branches of science (one of the main uses of ontology in computer science is 

that of making explicit the intended meaning of a terminology; so, the effect towards 

finding a standard in the scientific practices that aim at explicitness present in the 

studies on ontology have both the goal of enhancing communication through the use 

of a formal ontology). A further advantage is that it has the value of the heuristic 

method. It can even be applied to disciplines in the process of formulation.   

For this purpose, we use axioms in description logics as summarized by 

K r ö t z s c h, S i m a n c i k  and H o r r o c k s  [31] to describe the pattern and translate 

them to OWL. The axioms in ontology do not provide complete information; for that, 

the description logics have been designed [31]. Now, we know from the previous 

work of E l  H a s s o u n i  et al. [27] that the credit risk scorecard pattern consists of 

the following components: 

1. The (re) use of the Agent Role pattern which reoccurs when modeling 

manager, analyst and developer of credit risk scorecard. 

2. The (re) use of the Event pattern to model credit risk scorecard. 

3. The (re) use of the Participation pattern to model credit risk scorecard 

variables. 

4. The (re) use of the Classification Pattern to model categories of variables and 

credit scoring decision support tool. 

To reuse Agent role, Event, Participation and Classifications patterns in 

practice, there is one way, importing the OWL serialization of four patterns into the 

OWL serialization of the credit risk scorecard. This means that all axioms and 

ontological commitments imposed by the patterns will be employed by credit 

scorecard pattern. Furthermore, the reuse of patterns may necessitate some 

adjustments and modifications following the use cases and modeling requirements. 

Due to limited space we cannot describe the full patterns, we can only outline Agent 

role and Event patterns. 

3.1.1. Agent role pattern 

Axioms for the Agent Role pattern are depicted in Fig. 3. The Axioms (1)-(5) capture 

the domain, range and the scope domain and range of each property in the pattern: 
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providesAgentRole, performedBy, startsAtTime and endsAtTime (e.g., the 

AgentRole and Agent entities provides the domain constraint and range respectively 

for the performedBy property). The Axiom (6) asserts that every pair of classes 

amongst AgentRole, Agent and TimeInstant are pair wise disjoint. Hence, nothing 

can be simultaneous: an agent and an agent role, or an agent and time instant, or agent 

role and time instant. 

 
Fig. 3. Axiomatization for Agent role pattern 

3.1.2. Event pattern 

Axioms for the Event pattern depicted in Fig. 4, note that the event pattern imports 

the Agent Role pattern. Axiom (7) affirms that an event occurs at some temporal 

extent and some place. The axioms (8)-(10) express the domain, range and scoped 

domain and range for the properties: atTime and atPlace, while the axiom (10) asserts 

that every pair of classes amongst Event, TemporalExtent, Place, AgentRole and 

Agent are pair wise disjoint. 

 
Fig. 4. Axiomatization for Event pattern 

3.1.3. Axioms implementation 

 
Fig. 5. The implementation of credit scorecard ontology axioms using S a r k e r, K r i s n a d h i  and 

H i t z l e r’s OWLAx plugin [32] 
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As our team comprises multi-domain experts, we choose to use a visual tool of 

S a r k e r, K r i s n a d h i  and H i t z l e r  [32] to implement axioms. The latter permit 

to generate most of axioms and add them automatically to the ontology (Fig. 5). 

3.2. Validation of credit risk scorecard ontology  

Validation of credit risk scorecard ontology is triply. Firstly, we make the diagnosis 

and repair of the credit risk scorecard ontology for quality validation. Secondly, we 

reason the logical consistency of the ontology. Thirdly, we make queries answering 

for usability validation of the ontology. 

3.2.1. Quality validation 

The validation of the quality of an ontology is an important part of ontology 

development. It is especially important when an ontology is expendable and re-

usable. 

We make the diagnosis and repair of credit risk scorecard ontology in order to 

check the technical quality of the ontology. However, manual diagnosis is always a 

tedious and time-consuming task. Therefore, we opt for using P o v e d a  

V i l l a l ó n’s [33] automatic online evaluation framework for OWL ontologies for 

many reasons: the online framework was accepted from the Semantic Web 

community, used by a high number of users worldwide, integrated by many systems, 

and it, further, enlarges the list of errors detected by most recent and available tools 

that P o v e d a  V i l l a l ó n [34] developed and implemented.  

The credit risk scorecard ontology modeling does not contain any anomalies in 

which the quality of the ontology is checked through OOPS.  

3.2.2. Consistency validation 

We mean by consistency ontology validation task the validation of the ontology 

through reasoner over three standard inference services fixed by the unique 

international completion in the field, OWL Reasoner Evaluation (ORE) [35]: 

1. Consistency checking. 

2. Classification. 

3. Realization. 

The credit risk scorecard ontology does not contain any contradictory facts in 

which logical consistency of the ontology is checked through HermiT tool provided 

by G l i m m  et al. [36] as one of the best reasoners detailed in the competition OWL 

Reasoner Evaluation (ORE) report [35] using its OWL API version [37]. 

3.2.3. Usability validation 

We also use query responses to validate the credit risk scorecard ontology usability. 

To achieve this objective, we will use CQs as cited below at the assertion level by 

relying on SPARQL (Standard Protocol And RDF Query Language) as described by 

B l o m q v i s t, S e i l  S e p o u r  and  P r e s u t t i  [38]. 

What is the risk of an applicant who is under 25 applying for credit for the first 

time at the institution with no other credit, no non-payments, with an account having 

slightly positive balance (but less than €200), with a small amount of savings (less 



 100 

than €500), and without a guarantor applying for credit for 36 months? 

A variety of tools are available as open source on which SPARQL can be 

executed and tested. For our case, we choose Jana framework with ARQ developed 

by Apache Software Foundation [39]. Fig. 6 shows the representation of applicant 

data in turtle format and Fig. 7 shows the representation of data credit scorecard 

model in turtle format. 

 
Fig. 6. The representation of applicant in turtle format – partial view 

 
Fig. 7. The representation of credit scorecard in turtle format – partial view 
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In the query below, Fig. 8 calculates the total score of the applicant and associate 

his credit risk. 

 
Fig. 8. SPARQL query executed in Jana framework with ARQ – partial view 

The following output is obtained after executing the above code (Fig. 9). 

 
Fig. 9. SPARQL query executed in Jana framework with ARQ 

From the answer query Fig. 9 over credit risk scorecard and applicant 

ontologies, we infer that our ontologies are valid for utilization. 

4. Discussion  

This work identifies and formalizes classes and relations in credit risk scorecard and 

applicant patterns. It demonstrates that these patterns are suitable for describing the 

data contents of credit risk scorecard and applicants. 



 102 

Encoding credit risk scorecard and applicants using ontology design patterns is 

the basis of credit risk platform based on ontology design patterns. It will help 

financial institutions to develop a platform, which conforms to the principles of 

BCBS 239. It will equally provide user-ends solutions made available by AI 

mechanisms (e.g., machine learning and deep learning) which will be able to assess 

potential future scenarios, predict behavior in unprecedented ways, and extract 

meaningful information from the data. 

5. Conclusions 

In this paper, we have laid the foundation for ontology-based credit risk management 

platform, in order to enhance credit risk management and decision-making process at 

financial institutions. We develop a rich, expandable and re-usable credit risk 

scorecard and applicant ontologies which are based on ontology design patterns 

(ODPs) to improve the decision-making process in credit loan. This will lead 

financial institutions to develop a credit risk management platform which conforms 

to the principles of BCBS 239. Both ontologies were validated, distributed in 

Ontology Web Language (OWL) files and checked in the test cases using SPARQL. 

We extended the ontologies which have been developed by E l  H a s s o u n i  et al. 

[27] and enriched them using logical axioms. They were triply validated; the authors: 

1. Made diagnosis and repair of credit risk scorecard ontology in order to check 

the technical quality of the ontology. 

2. Reason logical consistency of the ontology (consistency checking, 

classification and realization). 

3. Made queries answering for usability validation of the ontology. 

To facilitate the re-uses and the extension of these ontologies, they have been 

distributed in Ontology Web Language (OWL) files. 

Later on, our focus will be on ontology-based credit risk scorecard development. 

Thereafter, we can use Artificial Intelligence (machine learning and deep learning) 

to predict behavior of borrowers and new applicants in unprecedented ways and in 

real time in order to minimize the risks of financial institutions and enhance their 

competitivity in the financial market. 
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